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Preface

Dear participants,

we are very pleased to welcome you at the second edition of the summer school1

Finite Geometry and Friends,

held at the Vrije Universiteit Brussel (Belgium) from September 18th to 22nd, 2023.
Four young, yet established researchers will each deliver four hours of lectures
on their topics, supplemented by two hours of exercise sessions. Each of them
has written a set of notes to accompany the lectures.

First up, we have Krystal Guo, from the University of Amsterdam. She will dis-
cuss algorithms to determine whether or not two graphs are isomorphic. These
algorithms are closely related to algebras generated by matrices attached to the
graphs. Therefore, Krystal will introduce us to distance regular graphs, which are
graphs generating very well-behaved matrix algebras. This is should be of inter-
est to any finite geometer, since a lot of the classical families of distance regular
graphs are constructed from geometries.

Next in line, we have Anna-Lena Horlemann, from the University of St. Gallen.
She will introduce us to code-based cryptography. This is one of the leading av-
enues being explored in post-quantum cryptography. While finite geometry is
known for its connection to coding theory rather than cryptography, code-based
cryptography builds a bridge between the areas of coding theory and cryptogra-
phy, and is hence an invitation for the finite geometer to cross over into the realm
of cryptography.

The third lecturer which we have the pleasure of introducing is Valentina Pepe
from Sapienza University of Rome. The topic of her lectures are large sets of
points in a projective space, not containing a small number of linearly dependent
points. Such point sets are usually constructed from algebraic varieties, and in

1This year’s edition is technically both a summer and an autumn school.
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Preface vi

some cases algebraic varieties are the only possible way to construct these point
sets. This topic has a well-known connection to coding theory, but is also relevant
in extremal graph theory.

Last but not least, John Sheekey, from University College Dublin, will share with
us his knowledge on semifields, and their links to various geometric objects.
Semifields are certain algebraic structures, satisfying less restrictive requirements
than fields. They lead to the construction of spreads in projective spaces, which
in turn give rise to constructions of axiomatic affine and projective planes. In
addition, semifields are used in of coding theory, more specifically rank-metric
codes, and also play an important role in the study of tensors. The versatility of
these objects provides ample motivation for their exploration.

These lecture notes show a varied range of topics with interesting links to finite
geometry. We have the honor of having four top-level researchers sharing their
expertise with us. We hope that you, the participants of the summer school, enjoy
being introduced to these topics, find inspiration for future research, and make
some friends along the way.

Sincerely,

the organizers,

Sam Adriaensen
Jan De Beule
Leen Demuys
Jonathan Mannaert
Sam Mattheus
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Preface

In these notes, we embark on an exploration approaching graph isomorphism
using algebraic graph theory. Our primary goal is to establish a framework to
prove the cospectrality of matrices associated with graphs, by showing the ma-
trices belong to “cospectral” matrix algebras – part of the notes are to make the
concept of cospectral matrix algebras rigourous.
We begin with a discussion of the Graph Isomorphism problem and various
graph invariants that have been proposed to be complete graph invariants for the
class of strongly regular graphs, to which we give a brief introduction in Chap-
ter 2. We proceed to define cellular algebras and weak and strong isomorphisms
between them. After a short excursion to Weifeiler-Lehman algorithm, we build
on the matrix algebras to introduce extensions in Chapter 5 and how they relate
to the graph invariants in Chapter 1.

5





Chapter 1

Introduction

Given two graphs, the decision problem of deciding whether or not they are
isomorphic is known as the Graph Isomorphism problem. It is one of the few
problems which are not known to be NP-complete and also not known to have a
polynomial-time algorithm, and lives in its own complexity class (GI). One pos-
sible direction of research is in algorithms, some of which we will address in
Section 1.2. The direction we will focus on is that of graph invariants.
A graph property is a graph invariant if it is invariant under all isomorphism of
the graph. For example, while the adjacency matrix of the graph is not a graph
invariant, the eigenvalues of the adjacency matrix are. Other examples of graph
invariants include the number of vertices, the number of edges, the clique num-
ber and the co-clique number. A graph invariant is said to be complete, if the
equality of the invariants implies the isomorphism of the graphs.
For example, we can write an adjacency matrix as a string of 0s and 1s. For
an isomorphism class, we can take all such strings coming from the adjacency
matrices of graphs therein and extract the lexicographically smallest string. This
string is a complete graph invariant; two graphs are isomorphic if and only if this
process results in the same string. In SageMath, this is (essentially) implemented
by the graph6_string of the canonical_label() of a graph.
By the above discussion over the complexity, we know that there is no polynomial-
time computable complete graph invariant for the class of all graphs. This has led
to a pursuit of complete graph invariant, especially those of a spectral flavour, for
restricted classes of graphs, like strongly regular graphs. We will explore the lit-
erature more fully in Section 1.3.
Eigenvalues of graphs are graph invariants with respect to many choices of ma-
trices. One can ask for which classes of graphs are they complete invariants and
how we might prove or disprove such a statement? Answer: Matrix algebras.
Main topics:

7



Part I. Chapter 1. Introduction 8

• strongly regular graphs

• Bose-Mesner algebras of graphs

• cellular algebras

• weak and strong isomorphisms of matrix algebras

• Weisfeiler-Lehman algorithm and its associated hierarchy of matrix alge-
bras

• Terwilliger algebras, Jaeger algebras

In the remainder of this chapter, we will give some context and motivation for
our study, with a brief overview of Graph Isomorphism algorithms and various
matrices whose spectra may (or may not) distinguish strongly regular graphs.

1.1 Cospectral graphs

No discussion of distinguishing graphs using spectra would be complete without
a brief note on cospectrality with respect to the adjacency matrix. The adjacency

matrix of a graph X , denoted A(X) or A when the context is clear, is the matrix
with rows and columns indexed by the vertices of X , where

A(u, v) =

(
1, if uv 2 E(X);

0, otherwise.

Since we will are mostly interested in regular graphs, the adjacency spectrum
and various Laplacian spectra will be equivalent, for the purposes of determining
graphs.
Note that, unless otherwise specified, we refer to the spectrum of the adjacency
matrix of a graph as its spectrum and two graphs are cospectral if their adjacency
matrices are. For the other spectral invariants in these notes, we either define
a (usually larger) auxiliary graph and take its adjacency matrix, or we define
a different matrix from adjacencies between various substructure of the graph,
such as edges or directed edges.
A major open problem in spectral graph theory is the following conjecture, which
has been attributed to Haemers and also to Babai:

Conjecture: As n grows large, the proportion of graphs on n vertices with no
cospectral mate approaches 1.

For cospectrality of graphs on up to 12 vertices, see [7]. In the other direction,
any two strongly regular graphs with the same parameter set are cospectral; the
smallest such pair is the Schrikhande graph and the rook graph on 16 vertices.
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1.2 Graph Isomorphism algorithms

In 1980, Babai gave an algorithm to assign a canonical labeling to the vertices of
a strongly regular graph whose running time is o(exp(2n1/2

log
2 n)). This was

improved by Spielman in [22], by giving an algorithm for testing isomorphism of
strongly regular graphs in nO(n1/3 logn). At the time, the best known algorithms
for testing graph isomorphism of general graph was 2

p
O(n logn). This gave an

intuition that strongly regular graphs might be a class of graphs where graph
isomorphism is an easier problem than in general graphs. In some sense, the
proposed algorithms in Section 1.3 are attempts of compute complete graph in-
variants for strongly regular graphs, and are motivated by this intuition.
In 2015, László Babai announced a quasi-polynomial time algorithm for Graph
Isomorphism [4] and the extended abstract [5] won the best paper award at STOC
’16. In 2017, Harald Helfgott pointed out an error in the analysis that indicated
that the algorithm runs in sub-exponential time, as opposed to quasi-polynomial.
Soon after, Babai modified the proof with the claim that it achieves the original
claimed result and posted the fix for the flaw. As it stands (to the best of my
knowledge as of August 23, 2023), the arXiv paper, which has over 800 citations,
has not been updated to include this and other fixes and Babai’s website[3] re-
ports that this result has not been completely peer-reviewed. The progression of
this paper and Babai’s framework has inspired many lines of research and reju-
venated the area.

1.3 Distinguishing SRGs with spectra

One can associate with a graph many matrices; there have been many proposed
algorithms for graph isomorphism in the class of strongly regular graphs which
use various different matrices. We will look at several of these matrices in these
notes. The examples include symmetric squares, symmetric powers (matrix in-
dexed by k-subsets of vertices, with a 1 when two k-subsets have an edge as their
symmetric difference), and also various quantum-walk inspired matrices.

1.3.1 Symmetric powers

The symmetric kth power X{k} of a graph X is given as follows: the vertices
are the k-subsets of V (X), and two k-subsets are adjacent if and only if their
symmetric difference is an edge of X . These are also known as k-token graphs

in the literature. Graph invariants of the symmetric powers of X are also graph
invariants of X itself; in particular, the spectra of the symmetric powers of X
are graph invariants and are computable in polynomial time provided that k is a
constant. One can find many pairs of cospectral graphs whose symmetric squares
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are not symmetric. On the other hand, Audenaert et al. [2] show that if X and
Y are cospectral strongly-regular graphs then X{2} and Y {2} are cospectral, but
they leave the possibility that there is some k where the spectra of X{k} and Y {k}

can distinguish any two strongly regular graphs X,Y .
Alzaga, Iglesias, Pignol [1] show that if the 2k-dimensional Weisfeiler–Lehman
method fails to distinguish two given graphs, then their kth symmetric powers
are cospectral. Since it is well-known, that there are pairs of non-isomorphic
n-vertex graphs which are not distinguished by the k-dimensional Weisfeiler-
Lehman method, [1] shows that, for each k, there are pairs of non-isomorphic
n-vertex graphs with cospectral k-th (symmetric) powers. Independently, Barghi
and Ponomarenko [6] show that given a positive integer m, there exist infinitely
many pairs of non-isomorphic graphs with cospectral m-th symmetric powers,
using extensions of coherent configurations, which we will look at in Chapter 5.
We note that neither of the examples in [1, 6] are strongly cospectral. In particular,
we note the following open problem:

Open Problem: Does there exists a fixed m such that any two strongly reg-
ular graphs are isomorphic if and only if their m-th symmetric powers are
cospectral?

The result of [2] says that m must be strictly greater than 2. Some computations
have been done (in [2]), but I am not aware of any pairs of strongly regular graphs
with cospectral symmetric cubes.
There is a related invariant proposed by Gamble, Friesen, Zhou, Joynt and Cop-
persmith [12]; this invariant takes the entries of the k-particle transition matrix as
a list. A special case of this transition matrix corresponds to the symmetric square
of the graph. Though it does not use the spectrum of this matrix, we will discuss
it as it is proposed as a complete invariant for the class of strongly regular graphs
for which no counterexample is known. The matrix in question is the transition
matrix of a quantum process involving k particles, exhibiting characteristic of
Fermions or Bosons.
Smith showed that, for any k, there exists a pair of non-isomorphic graphs that
are not distinguished by the k-Boson invariant. Strongly regular graphs which
are not distinguished by this procedure are yet unknown.

1.3.2 Discrete-time quantum walk

The discrete-time quantum walk is a quantum process on a graph. The important
aspect (for us) is that it has a transition matrix with combinatorial information.
We take a graph and replace every edge with two oppositely oriented edges. We
can define the heads incidence matrix; it is a matrix Dh indexed by vertices and
directed edges (v⇥2e) where Dh(u, e) = 1 if u is the head of e. Similarly, we have
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the tails incidence matrix Dt. Let P be the 2e⇥2e permutation matrix which takes
each arc to the oppositely oriented arc. Thus we have,

DhP = Dt, DtD
T
h = A = DhD

T
t .

The transition matrix of the DT quantum walk of a k-regular graph is

U =
2

k
DT

t Dh � P.

Emms et al. 2006 [10] proposed to use the following to distinguish SRGS: obtain
S is obtained from U3 by replacing all positive entries with 1 and all other entries
with 0, then output the spectra of S. The operation of replacing all positive entries
of a matrix M with 1 and all other entries with 0 is called taking the positive

support of M and denoted S+
(M).

This does distinguish many pairs of strongly regular graphs. For example, there
exists non-isomorphic Paley and Peisert graphs with parameters (49, 20, 11, 12),
which are distinguished by this process. For odd q, GQ(q, q) is not isomorphic
to its dual and they are distinguished by their for small q. In [14], we did fi-
nally find that this does not distinguish a specific pair of GQs; there exists two
GQ(5, 25) which are not distinguished. The matrix is 98280 ⇥ 98280, dense, and
not symmetric.



Part I. Chapter 1. Introduction 12



Chapter 2

Distance-regular graphs

Connected strongly regular graphs are distance-regular graphs of diameter 2.
Since the machinery with the matrix algebras that we will look at for strongly
regular graphs will carry over for distance-regular with little adaption, we will
give a brief introduction to distance-regular graphs, from the point of view of
group actions on graphs, in this chapter. We defer to [15, 13] for further back-
ground.
We can consider automorphisms of graphs; � is an automorphism of a graph X if
� is a permutation of the vertices of X such that edges are mapped to edges. The
set of all automorphism of a graph forms a group, Aut(X). Equivalently, Aut(X)

is the group of permutation matrices in V (X) ⇥ V (X) which commute with the
adjacency matrix A(X). We can consider group action on our graph X ; these will
be homomorphism from group G to Aut(X).
Since we have defined automorphisms as permutation of the vertices, it is natural
to think of the group acting upon the vertices of the graph. However, we may also
consider the group action upon subsets of vertices. And g 2 Aut(X) also acts on
the pairs of vertices as follows:

g(x, y) = (g(x), g(y)).

The orbitals of the graph are the orbits of V (X) ⇥ V (X) under the action of the
automorphism group. Since we cannot map (x, y) at distance i from each other to
(u, v) at distance j 6= i, there are at least d+ 1 orbitals, where d is the diameter of
the graph. If there are exactly d+1 orbitals, then the graph is said to be distance-

transitive.
In this setting, we will consider distance-regular graphs to be the combinato-
rial relaxation of being distance-transitive. For example, the Petersen graph,
Higman-Sims graph, the Clebsch graph and most other named graphs are in fact
distance-transitive. On the other hand, many Latin square graphs (and almost all
strongly regular graphs) have trivial automorphism groups.

13
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x yi

i� 1 i i+ 1

ci ai bi

Figure 2.1: Vertices x, y at distance i and the neighbours of y partitioned by their
distance to x.

Let X be a distance-transitive graph. Let x, y 2 V (X), let i = d(x, y) and consider
the neighbours of y and their distance to x. Any neighbour of y must be a distance
i�1, i or i+1 from x. Let ci, ai, bi be the number of neighbours of y at distance i�1,
i or i + 1 from x, respectively. Since X is distance-transitive, any pair of vertices
(u, v) at distance i can be mapped to (x, y) under the action of the automorphism
group and thus ci, ai, bi are the numbers of neighbours of v at distance i� 1, i or
i+ 1 from u, respectively. See Figure 2.1.
If X is a graph of diameter d such that there exists constants ci, ai, bi for i =

0, . . . , d such that any pair of vertices x, y at distance i has the property that
ci, ai, bi are the numbers of neighbours of y at distance i�1, i or i+1 from x, then
X is said to be a distance-regular graph. Thus every distance-transitive graph is
distance-regular.

Exercise 2.1. For a distance-regular graph, show that {ai, bi, ci | i = 0, . . . , d} are
determined by the intersection array, {b0, . . . , bd�1 : c1, . . . , cd}.

A n-vertex graph X is strongly regular if X is neither complete or empty, every
vertex has degree k, every pair of adjacent vertices have a common neighbours
and every pair of non-adjacent vertices have c common neighbours. The tuple
(n, k, a, c) are said to be the parameter set of X . A connected strongly regular
graph is a distance-regular graph of diameter 2.

2.1 Examples

We will now give some examples of strongly regular and distance-regular graphs,
in particular those constructions which yield pairs of graphs which may be very
difficult to distinguish.

2.1.1 Paley graphs and Peisert graphs

Let q ⌘ 1 mod 4 be a prime power. Vertices of the Paley graph P (q) are elements
of GF (q) and they are adjacent when their difference is a square. Paley graphs
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0

1

2

2a+ 2

2a2a+ 1

a+ 1

a+ 2

a

Figure 2.2: Paley graph over F9 = F3(a) where a2 + 1 = 0.

form one of two infinite families of graphs which are both self-complementary
and arc-transitive. See Figure 2.2 for a small example.
The second infinite family of self-complementary and arc-transitive were given
by Peisert in [20]. The vertices of the Peisert graph are the elements of GF (q)
where q = pr for p ⌘ 3 mod 4 a prime and r even. They are adjacent if their
difference is in {aj | j ⌘ 0 mod 4} where a is a generator.

Theorem 2.2. [20] Other than one exceptional graph on 23
2 vertices, the Paley and

Peisert graphs are the only self-complementary and arc-transitive graphs.

The Paley graph and Peisert graphs of order q are both strongly regular with
parameters

✓
q,

q � 1

2
,
q � 5

4
,
q � 1

4

◆
.

Practically speaking, for q where the Peisert and Paley graphs are both define, this
gives us a source of pair of graphs which have similar properties. The smallest q
where both graphs are defined and not isomorphic to each other is q = 49.
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2.1.2 Latin squares and orthogonal arrays

The following array is a Latin square :
0

BB@

1 2 3 4

2 3 4 1

3 4 1 2

4 1 2 3

1

CCA

For generally, a Latin square of order n is an n ⇥ n array where the symbols
1, . . . , n occur exactly once in each row and in each columns.
Given a Latin square, the vertices of the Latin square graph are (i, j) for i, j 2 [n].
They are adjacent if they are in the same row, same column, or share the same
entry.

Exercise 2.3. Show that Latin square graphs are strongly regular and give their
parameters.

Another way of recording the information in a Latin square is by putting it in an
orthogonal array. The array above can be recorded as the following:

row 1 1 1 1 2 2 2 2 3 3 3 3 4 4 4 4
col 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
entry 1 2 3 4 2 3 4 1 3 4 1 2 4 1 2 3

For example, the highlighted column indicates that the symbol in the row 2 and
column 3 is 4. In general, for t  k, an orthogonal array of type (N, k, v, t), de-
noted OA(N, k, v, t), is an k⇥N array whose entries are chosen from a v-element
set X , such that in every subset of t rows of the array, every t-tuple of points of
X is repeated the same number of times. The example above is an OA(16, 3, 4, 2)
and a Latin square of order n is an OA(n2, 3, n, 2). Note, here we have taken what
many sources will call the transpose of the orthogonal array, mostly for ease of
viewing the array.
Given an orthogonal array, we may construct the orthogonal array graph whoses
the vertices are columns of the array and two columns are adjacent when they
agree on some row.

Exercise 2.4. Show that the orthogonal array graph OA(n2, k, n, 2) are strongly
regular and give their parameters.

2.1.3 Generalized quadrangles

An point-line incidence structure has points, lines and an incidence relation be-
tween points and lines. A generalized quadrangle is an incidence structure where
each line sits on s + 1 points, there are t + 1 lines through each point, such that
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t+ 1 s+ 1

NO!

p

L

M

q

Figure 2.3: Picture of the definition of generalized quadrangle

for a point P and a non-incident line `, there exist a unique point Q on ` which
are collinear with P .
The point graph of a GQ has points for vertices and two points are adjacent if
they are collinear (there is a line incident to both points). The parameters are

((s+ t)(st+ 1), s(t+ 1), s� 1, t+ 1).

There are only a few families (s, t) where GQ(s, t) is known to exist; they are

(1, q), (q � 1, q + 1), (q, q), (q, q2), (q2, q3)

and their duals.

Open problem: The following values of (s, t) are feasible, but no generalized
quadrangles are known to exist:

(q, q2 � q), (q, q2 � q � 1).

In particular, does there exist GQ(4, 11) or GQ(4, 12)? It is also unknown
whether or not there exists two non-isomorphic GQ(4, 16).

For large q there are multiple constructions for GQ(q, q2), which could give non-
isomorphic graphs, the smallest occurs with q = 5. These are the strongly regular
counterexamples to the Emms et al procedure of [10] given in [14].

2.1.4 Hadamard graphs

The Hadamard graph of order n is a distance-regular, antipodal and bipartite
graphs constructed as follows. Let H be an n ⇥ n Hadamard matrix. The graph
H of H has two vertices c+ and c� for each column of H and vertices r+ and r�

for each column of H . For 1  i, j  n, the graph H has edges r+i c
+
j and r�i c

�
j

if H(i, j) = 1 and edges r+i c
�
j and r�i c

+
j if H(i, j) = �1. The resulting graph has

diameter 4 and 4n vertices.
Two Hadamard matrices H,H 0 are Hadamard-equivalent if H and obtained from
H 0 by a series of the following operations:
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• permuting rows;

• permuting column;

• multiplying rows by �1;

• multiplying columns by �1; and

• taking transposes.

Theorem 2.5 (McKay). The Hadamard graphs corresponding to H,H 0 are isomorphic
if and only H.H 0 are Hadamard-equivalent.

For n = 16, 20, 24, there are multiple Hadamard graphs of order n, which are
not distinguished by the spectrum the Emms et al matrix. For example, the
Hadamard graph of order 4 (happens to be isomorphic to the 4-cube) has 26 ele-
ments in the 01 basis of its W (2).



Chapter 3

Matrix algebras

A cellular algebra is a subalgebra of the n⇥ n matrices over C which is

(i) closed under � (Schur/Hadamard/entry-wise multiplication);

(ii) closed under transposition and conjugation; and

(iii) contains J and I .

Here, and throughout the notes, Jm,n denotes the m ⇥ n all ones matrix and In
denotes the n ⇥ n identity matrix; we will omit the subscripts when the order of
the matrices is clear from the context.
Given matrices M1, . . . ,M`, we can consider the cellular closure, denoted hM1, . . . ,M`i,
which is the smallest cellular algebra containing M1, . . . ,M`.
Example 3.1. For any graph X , we can consider the following algebra, A = hA(X)i.
This is the Bose-Mesner algebra of X .
Exercise 3.2. A cellular algebra has a unique basis A of 01-matrices such that

(i)
P

A2AA = J ;

(ii)
P

A2A0⇢AA = I ;

(iii) for each A 2 A, AT
2 A;

(iv) for Ai, Aj 2 A we have AiAj =
P

k p
k
ijAk where pkij are constants.

This basis is called the Schur basis, since its elements are Schur-idempotent (that
is Ai �Ai = Ai) and pairwise orthogonal with respect to the Schur product.

If X is a distance-regular graph, then the unique 01-basis of A = hA(X)i is {A0 =

I, A1 = A(X), . . . , Ad}, where

Ai(x, y) =

(
1, if d(x, y) = i;

0, otherwise.

19
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We say that Ai is the i-th distance matrix. In this case, A has a second basis (not
using 01-matrices); one can show that X has d+1 eigenspaces and the idempotent
projectors onto the eigenspaces, {E0 =

1
nJ,E1, . . . , Ed}, also forms a basis whose

elements are idempotent and pairwise orthogonal with respect to the usual ma-
trix product. Further, we can observe that pi�1

1i = bi�1 and so on; we can compute
all other pkij from the intersection array.
Exercise 3.3. Let A be a semi-simple, commutative cellular algebra of dimension
d + 1. Show that there are idempotent matrices {E0, . . . , Ed} such that MEi =

�M,iEi for each M 2 A. Show that the change of basis between {A0, . . . , Ad}

and {E0, . . . , Ed} depends only on {pkij | 0  i, j, k  d}. (This matrix is the
P -eigenmatrix of the association scheme, which we will address later.)

3.1 Association schemes

A discussion of matrix algebras here would be remiss without discussing associ-
ation schemes, which are a special case of cellular algebras. Suppose n⇥ n, sym-
metric 01-matrices {A0, . . . , Ad} commute pairwise and share d + 1 eigenspaces.
Let E0, . . . , Ed be the primitive idempotent projectors onto the shared eigenspaces
of {Ai}

d
i=0. There exists constants pkij , qkij for i, j, k 2 {0, . . . , d} such that following

hold:

(i) A0 = I and E0 =
1
N J ;

(ii)
dX

i=0

Ai = J and
dX

i=0

Ei = I ;

(iii) Ai �Aj = �ijAi and EiEj = �ijEi; and

(iv) AiAj =

dX

k=0

pkijAk and Ei � Ej =

dX

k=0

qkijEk.

We say that A = hA0, . . . , Adi is an (commutative) association scheme and {A0, . . . , Ad}

are the associate matrices of A. The constants pkij are known as the intersection

numbers of the scheme and the constants qkij are known as the Krein parameters

of the association scheme.
Since {Ei}

d
i=0 and {Ai}

d
i=0 are both bases of A, there exists change of bases matri-

ces between them. The eigenmatrices of the association scheme are d+ 1⇥ d+ 1

matrices P and Q such that

Aj =

dX

i=0

PijEi and Ej =
1

N

dX

i=0

QijAi. (3.1)

Note that this implies that {Pij}
d
i=0 are the eigenvalues of Aj .
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Example 3.4. For some ordering, the P and Q matrices of the Hadamard graph of
order n, from Section 2.1.4 are both equal to the following:

P = Q =

0

BBBB@

1 n 2n� 2 n 1

1
p
n 0 �

p
n �1

1 0 �2 0 1

1 �
p
n 0

p
n �1

1 �n 2n� 2 �n 1

1

CCCCA
.

Since A is an algebra and thus closed under multiplication and addition, there is
a choice of the ordering of A1, . . . , Ad such that Ai is a polynomial in A1 for all
i. If there is an ordering such that Ai is a polynomial in A1 of degree i, for each
i = 0, . . . , d, we say the scheme is P -polynomial.

Exercise 3.5. Show that, up to reordering the associate matrices, the condition of
being P -polynomial is equivalent to requiring that pkij = 0 whenever the sum of
two of {i, j, k} is strictly smaller than the third element. This condition is also
called metric.

In light of this, the terms P -polynomial and metric are often used exchangeably.

Exercise 3.6. The class metric schemes are exactly those where A1 is the adjacency
matrix of a distance-regular graph.

Similarly, we say a scheme is Q-polynomial if Ei is a polynomial under Schur
multiplication in E1 of degree i, for each i = 0, . . . , d. A scheme is cometric if
qkij = 0 whenever the sum of two of {i, j, k} is strictly smaller than the other
element.

Exercise 3.7. A scheme is Q-polynomial if and only if it is cometric.

We have seen examples of association schemes arising from cellular algebras of
the adjacency matrices of distance-regular graphs. There are many construction
which are not metric.

Example 3.8. Let G be a group. Let C0, . . . Cd be the conjugacy classes of G. Let Ai

be as follows:

Ai(g, h) =

(
1, if gh�1

2 Ci;

0, otherwise.

Then {A0, . . . , Ad} are the 01-basis of an association scheme. (The proof is left as
an exercise.) This is called the conjugacy class scheme of G.

3.2 Cospectrality

It is well-known that if X,Y are distance-regular graphs with the same intersec-
tion array, then their adjacency matrices are cospectral. But also, the Laplacian
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matrices, signless Laplacians, and Seidel matrices are also cospectral. In fact, for
any a0, . . . , ad the matrices

MX =

dX

i=0

aiAi(X), MY =

dX

i=0

aiAi(Y )

are cospectral. We can now see that this is a direct consequence of Exercise 3.3.
This holds more generally to cellular algebras; but we need to “formalize” how
two matrix algebras are “cospectral” in the above sense.

Exercise 3.9. The Wells graph (Armanios-Wells graph) is a distance-regular graph
on 32 vertices with intersection array {5, 4, 1, 1; 1, 1, 4, 5} has at least two cospec-
tral mates. Can you construct them? Also, any cospectral mate will not be
distance-regular; can you find a way to show that the cellular closures of their
adjacency matrices are not weakly isomorphic?

3.3 Weak and strong isomorphism

Let W,W 0 be two cellular algebras with 01-bases A and A
0 respectively. We say

that W and W 0 are strongly isomorphic if there exists an ordering of A0 and a
permutation matrix P such that

Ai = P TA0
iP.

We say that W and W 0 are weakly isomorphic if there exists an ordering of A0

such that there exist a map � : A ! A
0 such that �(Ai) = A0

i and preserves
addition, multiplication, Schur multiplication, conjugation and transposition.
With this definition, W,W 0 will be weakly isomorphic if and only if there is an
ordering of A0 such that they have the same pkijs.
To understand what this means, let us look at a distance-regular graph. The Bose-
Mesner algebras of two distance-regular graphs X,Y are strongly isomorphic if
and only if X and Y are isomorphic. This is clear since A1 = P TA0

1P . They are
weakly isomorphic if and only if they have the same intersection array.

Lemma 3.10. If W,W 0 are weakly isomorphic cellular algebras then

dX

i=0

aiAi,
dX

i=0

aiA
0
i

are cospectral for any choice of {ai}.

The proof is left as an exercise.
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Weisfeiler-Lehmann algorithm

For a graph X , a partition of its vertex set V = V1 [ · · ·[Vd is said to be equitable

if each vertex v 2 Vi has cj neighbours in Vj for 0  i, j  d. If we use an
equitable partition of X to partition A(X) into block matrices, we would find
that each block has a constant row sum. Every graph has an equitable partition;
the partition into singletons is always equitable. If X is a regular graph, then the
partition {V (X)} is also equitable.
Example 4.1. Let x be a vertex of a distance-regular graph X of diameter d. Let
Xi be the set of vertices at distance i from x. Show that the distance partition,
X0 [ · · · [Xd is an equitable partition. Show that the converse is also true.

The Weisfeiler-Lehman algorithm is an algorithm which computes an equitable
partition of an input graph. The 1-dimensional Weisfeiler-Lehman algorithm is
also called colour refinement. In the k-dimensional WL method, we colour the
k-tuples of vertex set. In the first step, we colour them with their isomorphism
class. In subsequent steps, we colour each k-tuple with the multiset of colours of
its neighbours (those which differ in exactly one position). We continue this way
until an equitable partition is reached. For an example of this algorithm in action,
see Figure 4.1.
Let X be a graph on n vertices. We will colour the elements of V (X)

k. For S =

(v1, . . . , vk) 2 V (X)
k, we have that

S0
(x) = {(x, . . . , vk), . . . , (v1, . . . , x)}

for each x 2 V (G).
At time i of the k-dimensional WL algorithm, we will colour vertex v with `i(v).
At the 0th iteration, `0(v) will be the isomorphism class of v, in the following
way; (x1, . . . , xk) and (v1, . . . , vk) will have the same label if

1. xi = xj , then vi = vj ; and

2. xi ⇠ xj , then vi ⇠ vj .

23
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G

neighbourhoods
of vertices of G

color
assignments

Neighbourhoods of G1 with colour
assignments

G1

G2

Figure 4.1: An example of colour refinement. At each step, we look at the vertex-
coloured graphs induced by the vertices of the graph. We then colour the vertices
with respect to the isomorphism class of the vertex-coloured graphs, and add this
new colour to the tuple of colours already at the vertex. In G2, the tuple of colour
is shown by concentric circles. Note that the algorithm terminates at G2 since an
equitable partition (into singletons) has been reached.

For i > 0, we have for S = (v1, . . . , vk)

`i(S) = (`i�1(S), {`i�1(T );T 2 S0
(x), 8x 2 V (X)}).

Again, these `i will partition the k-tuples of the graph at every step. This will
terminate and output some partition of the graph (and the labels).
We can use the Weisfeiler-Lehman algorithm as heuristic for graph isomorphism;
if we run it on graph X and Y , if the set of labels and the partition is not able to
distinguish X,Y , then we say that X,Y are not distinguished by the k-dimensional
WL.

4.1 Cai-Fürer-Immerman graphs

A separator in a graph is S ⇢ V such that the induced subgraph on V � S has
no connected component with � |V |/2 vertices. Following [8], we will construct
a graph X(G) from a given graph G, usually a low degree graph with linear size
separators, and give a switching operation to obtain a second graph X 0

(G). We
will refer to the graph X(G) as defined in this section as the Cai-Fürer-Immerman

graph of G.
For each positive integer d, we define a graph Xd as follows: Xd has vertex set Vd

and edge set Ed. The vertex set consists of 3 disjoint sets, Ad, Bd and Md such that
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Ad and Bd each contain d elements, indexed by {1, . . . , d} and Md contains one
element indexed by each even subset of {1, . . . , d}. Vertices ai 2 Ad and mS 2 Md

are adjacent if i 2 S and vertices bj 2 Bd and mS 2 Md are adjacent if j /2 S.
To obtain the Cai-Fürer-Immerman graph of G, we replace each vertex v of G with
a graph X(v) where X(v) = Xd and d is the valency of v. In X(v) we associate
one pair of vertices {ai, bi} with each neighbour w of v and write a(v, w) = ai
and b(v, w) = bi. For each edge v, w in G, we add the edges {a(v, w), a(w, v)} and
{b(v, w), b(w, v)}.
A twist of X(G), which we will denote X(G), is obtained by choosing an edge of
G and replacing the edges {a(v, w), a(w, v)} and {b(v, w), b(w, v)} in X(G) with
{a(v, w), b(w, v)} and {b(v, w), a(w, v)}.
If we take the complete graph on 4 vertices, then X(K4) has 40 vertices and is
regular with valency 4, see Figure 4.2. Let eX(K4) be the twist of X(K4). It can
be verified that X(K4) and eX(K4) are not isomorphic but S+

⇣
U (X(K4))

3
⌘

and

S+

✓
U
⇣
eX(K4)

⌘3◆
have the same spectrum.

4.2 Connections to Weisfeiler-Lehman

There are several other ways of understanding graph which are not distinguished
by the k-dimensional Weisfeiler-Lehman algorithm. It is an active area of re-
search. We will give some of them for some context.

4.2.1 Homomorphism counts

Let hom(F,G) denote the number of homomorphism from a graph F to a graph
G. There is a well-known theorem of Lovász which determines isomorphism
using homomorphism counts.

Theorem 4.2. [17] Let G,H be graphs. hom(F,G) = hom(F,H) for all graphs F if
and only if G is isomorphic to H .

Note that if hom(F,G) = hom(F,H) for all cycles F , then G and H are cospectral.
A more recent result of Dell, Grohe, Rattan in 2018 relates homomorphism counts
to the Weisfeiler-Lehman algorithm.

Theorem 4.3. [9] If hom(F,G) = hom(F,H) for all trees F , then colour refinement
does not distinguish G,H .
Theorem 4.4. [9] If hom(F,G) = hom(F,H) for all graphs F of treewidth at most k,
then k-dimensional WL does not distinguish G,H .

In the same vein, Mančinska and Roberson [18] show that quantum isomorphism
is equivalent to equality of homomorphism counts from planar graphs.
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Figure 4.2: The Cai-Fürer-Immerman graph of K4.
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4.2.2 Symmetric powers

The k-th symmetric power of a graph X is a graph such that the vertices are the
k-subsets of X and are adjacent when the symmetric difference is an edge. It was
proposed by Audenaert et al that the spectrum of the k-th symmetric power will
distinguish graphs.

Theorem 4.5. [1] If the 2k-dimensional WL does not distinguish X,Y , then the k-th
symmetric powers of X,Y will be cospectral.

There is a construction of Cai, Fürer and Immerman 1992 which gives, for each k,
pairs of graphs which are not distinguished by k-dim WL. However, it is an open
problem to find a pair of strongly regular graphs which are not distinguished by
the spectra of their k-th symmetric power, where k � 3.
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Chapter 5

Extensions of matrix algebras

Let W be a cellular algebra. For us, we usually take W to be the cellular closure
of the adjacency matrix of graph X . We will now define the kth extension of W ;
this extension will contain W⌦k, but also many other matrices. For most of this,
we will follow the treatment in [21].
Consider �I , a matrix indexed by the elements of V (X)

k. It is a diagonal matrix
where �I(x, y) = 1 whenever x, y = (u, u, . . . , u). The k-extension of W is

W (k)
= hW⌦k,�Ii.

It is easy to see that this is bigger than just the tensor product. Colloquially speak-
ing, we can get a sense of how much bigger it is by having a look at the cells of
the cellular algebra.
Let A be the 01-basis of W . Let T be an array of basis matrices; T = {Ai,j}1i,jk.
A k-tuple x 2 V k is type T if

Ai,j(xi, xj) = 1

for all i, j. Let �T be the identity on the k-tuples of type T . Then, �T 2 W (k).
In particular, the cell partition of W (k) must be a refinement of the partition into
types.

5.1 Equivalence of extensions

Let X,Y be graphs with adjacency matrices A,A0, respectively, and cellular clo-
sure W,W 0 respectively. We will say that X,Y are equivalent if there is a weak
isomorphism � such that �(A) = A0.
For k-extension, we say that X,Y are k-equivalent if they are equivalent (via �)
and there exist a weak isomorphism b� : W (k)

! W 0(k) such the restriction of b� to
W⌦k is �k and b�(�I) = �I . We will say b� is a k-weak isomorphism.

29
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Theorem 5.1. [11] If the k-dimensional Weisfeiler-Lehman does not distinguish X and
Y , then X,Y are b

k
3c-equivalent. If X,Y are k-equivalent then the k-dimensional WL

does not distinguish them.

We want to relate this to our discussion of graph invariants in Sections 1.3.1 and
1.3.2.

Theorem 5.2. [1, 6] If X,Y are k-equivalent and b� is a k-weak isomorphism from W (k)

to W 0(k), then b� takes the kth symmetric power of X to the kth symmetric power of Y .

Theorem 5.3. [21] If X,Y are k-equivalent and b� is a k-weak isomorphism from W (k)

to W 0(k), then b�(Uk
X) = Uk

y and b�(S+
(Uk

X)) = S+
(Uk

y ). In particular, if X,Y are
k-equivalent, then S+

(U(X)
k
) and S+

(U(Y )
k
) are cospectral.

In other words, Smith shows that the procedure of Emms et al cannot distinguish
a pair of graphs which are 3-equivalent. It is however still very difficult to find
such strongly regular pairs.

Open problem: Find a pair of strongly regular graphs which are 3-equivalent?

5.2 Triply regular graphs

In order to answer the question posed at the end of the previous section, a promis-
ing source is to look at triply regular graphs and triply regular association schemes.
We will again motivate our definition of triply regular using group actions. The
automorphism group of a graph also acts on the 3-tuples of vertices. What can
we say about the orbits of this action? Suppose we have (u, v, w) and (x, y, z). If
they are in the same orbit then

d(x, y) = d(u, v), d(y, z) = d(v, w), d(x, z) = d(u,w).

We can partition the triples of vertices by the pairwise distances; the orbit parti-
tion must be a refinement of this partition. The graph is said to be triply transitive

if this is the orbit partition. Triply regular is the combinatorial relaxation of triply
transitive; a graph is triply regular if the constants prstijk exists.
Examples of triply regular graphs include the hypercube, line graph of Kn,n, half
cube, Hadamard graphs of diameter 4, the double cover of the Higman-Sims and
any strongly regular graph where qiii = 0 for i 2 {1, 2}. The point graph of
GQ(q, q2) is also triply regular.

Open problem: If X,Y are triply regular graphs with the same triple inter-
section numbers then they are 2-equivalent? Even 3-equivalent?
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This appears to be a difficult problem because it appears that the k-extensions
are rather difficult matrix algebras to work with. One possible of attack is to
relate them to matrix algebras which are more tractable because they admit a
more combinatorial definition. We will give an overview of some of these matrix
algebras in the next section.

5.3 Other matrix algebras

5.3.1 Terwilliger algebras

We will now look at the Terwilliger algebra, which was defined by Terwilliger
in [23]. We consider an association scheme A with associate matrices A0, . . . , Ad.
Throughout this section, let x 2 V be a fixed vertex of A. For i = 0, . . . , d, we will
define the diagonal matrix E⇤

i (x) as follows:

E⇤
i (x)y,y = (Ai)x,y.

We call E⇤
i (x) the ith dual idempotent with respect of x. Similarly, for i = 0, . . . , d,

we will consider diagonal matrices A⇤
i (x) with entries as follows:

A⇤
i (x)y,y = n(Ei)x,y,

where n = |V |. We call A⇤
i the ith dual distance matrix with respect to x. When

the context is clear, we will write E⇤
i for E⇤

i (x) and A⇤
i for A⇤

i (x).
Note, that if A1 is the adjacency matrix of a distance regular graph, E⇤

i is the
diagonal characteristic matrix for the set of vertices at distance i from x, also
known as the ith neighbourhood of x. We also have that

A⇤
iA

⇤
j =

dX

k=0

qkijA
⇤
k.

The matrices A⇤
0, . . . , A

⇤
d form a basis for a subspace A

⇤ of n ⇥ n complex (diag-
onal) matrices. In A

⇤, the primitive idempotents are E⇤
0 , . . . , E

⇤
d . Recalling the

eigenmatrices of a scheme, we can give the change of basis in A
⇤ as follows:

E⇤
j =

1

N

dX

i=0

PijA
⇤
i and A⇤

j =

dX

i=0

QijE
⇤
i .

The Terwilliger algebra T (x) is the subalgebra of n ⇥ n complex matrices gener-
ated by A and A

⇤.
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5.3.2 Jaeger algebras

We consider a symmetric association scheme A = hA0, . . . , Adi. We will consider
the following endomorphism of n⇥ n matrices

Xi(M) = AiM, Yi(M) = MAi, �i(M) = Ai �M.

These encode left multiplication, right multiplication and Schur multiplication
by elements of A, respectively. The Jaeger algebra J2 is generated by

{X0, . . . , Xd}.

The Jaeger algebra J3 is generated by

{X0, . . . , Xd} [ {�0, . . . ,�d}.

The Jaeger algebra J4 is generated by

{X0, . . . , Xd} [ {�0, . . . ,�d} [ {Y0, . . . , Yd}.

These algebra were defined by Jaeger for the purposes of studying spin models
and representations of the braid group, see [16].

5.3.3 Connections between matrix algebras

These matrix algebras closely related; one can show that a restriction of J3 to
some of its modules is isomorphic to the Terwilliger algebra.

Theorem 5.4. [23] The set of simple modules of J3 is the disjoint union of the simple
modules for each of the Terwilliger algebras T (x) for x 2 V (X).

Together with a result of Munemasa from [19], this implies the following.

Corollary 5.5. If X,Y are triply regular with the same triple intersection numbers, then
their J3 algebras are weakly isomorphic.

This leaves us with many open problems, especially relating k-equivalence and
weak isomorphism between Terwilliger and Jaeger algebras.

Open problem: Is weak equivalence of J3 of graph X and Y equivalent to
2-equivalence of X and Y ?

Open problem: Is weak equivalence of J4 of graph X and Y equivalent to
3-equivalence of X and Y ?
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Chapter 1

Introduction

Most of our currently used cryptographic systems rely on either the integer fac-
torization problem or the discrete logarithm problem over an elliptic curve or a
finite field. We say that a problem is “hard” for cryptographic purposes if there
is no polynomial time algorithm (known) to solve these problems. For the three
problems above (integer factorization and two versions of the discrete logarithm
problem) this is true for conventional computers. On quantum computers, how-
ever, there is a known algorithm that solves these problems in polynomial time.
This algorithm is known as Shor’s algorithm1; it was originally formulated for in-
teger factorization, but can be adapted to solve discrete logarithm type problems,
as well. This means that the classical systems are not secure and new algorithms
are necessary for the future, to ensure secure communication in the time of quan-
tum computers.
With the recent progression of quantum computer development, the cryptographic
research community has therefore been actively looking for cryptographic sys-
tems that can withstand attacks from quantum computers. This realm of study is
referred to as post-quantum cryptography.
At the time of writing there are five main streams of post-quantum cryptography:

• code-based cryptography

• lattice-based cryptography

• multivariate cryptography

• hash-based cryptography

• supersingular elliptic curve isogeny cryptography

In 2016, the National Institute of Standards and Technology (NIST) initiated a
standardization procedure for post-quantum cryptosystems. These cryptosys-

1https://en.wikipedia.org/wiki/Shor’s_algorithm
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tems typically derive their foundation from NP-complete problems, primarily
for two reasons: NP-complete problems are at least as complex as the most chal-
lenging problems within NP, while their solutions can be efficiently verified. In
the current NIST standardization project almost all submissions for public-key
encryption in the third round are either code or lattice based. In this lecture we
will focus on the first, code-based cryptography.
Code-based cryptography relies on the fundamental premise that decoding in a
randomly generated linear code constitutes an NP-complete problem, as demon-
strated by Berlekamp, McEliece, and Van Tilborg in 1978 [2]. In that same year,
McEliece introduced a cryptosystem [17] where a strategically chosen code with
an inherent algebraic structure and an efficient decoding algorithm is employed.
This code is then masked to appear as a random linear code. The process involves
encoding a message into a codeword and encrypting it by introducing an error to
the message. With knowledge of the code’s algebraic structure, the original mes-
sage can be retrieved. However, an adversary is confronted with the challenge of
decoding an erroneous codeword in a randomly generated linear code.
These lecture notes provide an introduction to code-based cryptography, delving
into the mathematical underpinnings of such systems and the challenges associ-
ated with designing secure yet practical schemes. We explore the main ideas of
code-based public key encryption schemes and the strategies employed to poten-
tially breach these cryptographic systems. Naturally, these lecture notes cannot
cover all aspects of code-based cryptography and we refer the interested reader
to the nice survey [26] and the references therein for more information.



Chapter 2

Preliminaries

2.1 What is cryptography?

We want to communicate (or store) data in a secure manner, such that no eaves-
dropper can recover the sent information. This is done with the help of cryp-
tography, by encrypting the data before sending it, and then decrypting it at the
receiver’s side. An encryption is secure if an eavesdropper, who can intercept the
encrypted message, cannot recover the original message from it. Cryptographic
security depends on the computing power of the adversary. We call something
cryptographically secure for a prescribed time t, if the best (known) way of breaking
the cryptographic instance needs more than time t, on a given computer (possibly
a personal computer or a large scale mega-computer – depending on the appli-
cation). Moreover, if information is to remain confidential for many years, we
have to take the current and future development of computers into account. In
particular, new protocols for long-term use should be secure against attacks on a
quantum computer.
The original idea of cryptography is to encrypt data such that only the intended
receiver can recover the actual message, whereas eavesdroppers cannot. We dis-
tinguish two classes of such algorithms: symmetric and asymmetric encryption
schemes. In the former the sender and receiver both use the same key in the en-
and decryption procedure1, whereas in the latter the sender encrypts with one
key (called the public key), and the receiver decrypts with a different key (called
the private/secret key)2.
A different, but related, type of algorithm is a digital signature. Such signatures
can be used to verify at the receiver’s side if the received message was indeed
from the sender, or if it was tampered with (or even replaced) by the adversary.

1This can be depicted by a normal lock for which both parties hold a key.
2This can be depicted with a padlock, where the public key is the actual padlock itself and the

secret key is the key to the padlock, see Section 2.2.
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Since symmetric cryptosystems are (so far) not drastically effected by quantum
computers, we will focus on asymmetric cryptosystems and digital signatures.

2.2 Asymmetric and public key cryptography

Public key cryptography is a major subfield of asymmetric cryptography. In a pub-
lic key encryption system some sender, say Alice, wants to send an encrypted
message to a receiver, say Bob. The cryptosystem is asymmetric, in the sense that
Bob publishes a public key and secretly stores a private key, such that Alice (and ev-
eryone else) can use the public key to encrypt her message, and only Bob can de-
crypt the message (with his private key). For the system to be secure, an attacker
should not be able to decrypt the encrypted message without the knowledge of
the private key. This is done by using some “hard” mathematical problem.
Digital signatures can also be seen as asymmetric cryptosystems, in particular as
reversed versions of public key cryptosystems. Here, Bob uses his private key to
sign a message, and Alice (or anyone) can verify his signature with the aid of the
public key.

Remark 2.1. Asymmetric cryptography can be depicted with a padlock. If Alice
wants to send a message in a treasure chest to Bob, he can send her an open
padlock (the public key) that only he has a key to (the private key). She can use
the lock on the chest and send it to Bob. He can use his private key to unlock the
chest.

Now, of course, the question remains, how to construct such padlocks mathemat-
ically.

Mathematical idea (one-way function): Find “something” that is easy to com-
pute, but where it is very (very very) hard to compute the inverse.
=) Then the outcome of the computation is the public key and the preimage is
the private key.

As an example we will look at the RSA cryptosystem, which is based on the
integer factorization problem. Here we use the fact that it is easy to compute the
product of two integers, but it is not easy to find the factors of a given product
(of very large numbers). The algorithm is described in Algorithm 1.
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Algorithm 1 RSA Algorithm

• Choose two large prime numbers p and q.

• Compute the product n = p · q.

• Pick any number e that is relatively prime to (p� 1)(q � 1).

• Compute d ⌘ e�1
mod (p� 1)(q � 1).

• Private key: The number d.

• Public key: The numbers n and e.

• Encryption: Represent the message as a number m. It is encrypted as

c ⌘ me
mod n.

• Decryption: Compute
m ⌘ cd mod n.

Let’s have a look at why the underlying hard problem of RSA is the integer fac-
torization problem – if an attacker manages to factor n into p and q, they can
recover the private key and hence decrypt any ciphertext. In fact, almost all cur-
rently used asymmetric cryptosystems use one of the following three mathemat-
ical problems:

• integer factorization

• discrete logarithm problem

• elliptic curve discrete logarithm problem

As we will see, these three problems are not hard to solve on quantum comput-
ers and hence need to be replaced by other mathematical problems in quantum
secure cryptosystems.

Exercise 2.2. Create an RSA signature scheme, by first using the private key for
signing, and the public key for validating a signature. Is Alice’s signature always
the same or does it depend on the message?

Exercise 2.3. Assume that Alice wants to send a secret message to Bob in a chest/box
with Bob’s open padlock. If the eavesdropper Eve is the mail woman and trans-
ports the open padlock of Bob, as well as the locked chest of Alice – how can she
trick Alice and Bob and read the message?

Exercise 2.4. Assume that Alice and Bob still want to communicate in a secure
manner by sending a message in a chest/box to each other. Assume furthermore
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that there is no way of providing (reliably) a public open padlock. However,
Alice and Bob both have a padlock with a key. How can Alice still send a message
secretly to Bob?

2.3 Attacks and cryptanalysis

To be pessimistic up front: any cryptosystem (no matter if digital or analog) can
be broken. Full stop. However, when we speak of security we assume that it is
extremely unlikely that an attacker can break a system. For this we measure the
security of a system in the number of operations an attacker needs (worst case or
on average) to break a system.3 If the number of operations needed for an attack
supersedes the number of atoms in the Universe (ca. 280) we consider this a first
level of security (for non-sensitive information). In most real-world applications,
however, we rather use systems with a security level of 256 or more bits (i.e., 2256
necessary operations for an attack).
We distinguish two main types of theoretical attacks on an encryption scheme
(and similarly on a signature scheme):

• Message recovery attacks: The attacker can directly decrypt a ciphertext
but does not recover the used (private) key.

• Key recovery attacks: The attacker recovers the (private) key and can thus
also decrypt any ciphertext.

Both are equally important4 and need to be considered when analyzing a cryp-
tosystem. However, they often use different techniques and tools and are there-
fore considered separately.
A special type of – and commonly used – key recovery attack is a distinguisher
attack. In this case the attacker uses publicly known (mathematical) properties of
the private key (that distinguishes it from a random element of the ambient set)
to recover the private key from the public key. We will look at some distinguisher
attacks in the following chapter.

Exercise 2.5. There are several security considerations for the setup of RSA. Here
are some examples:

1. You should always choose two distinct primes p 6= q. How can Eve attack
RSA if p = q?

3This is more general than considering the actual time a specific computer would need to break
the system.

4To be precise, the latter usually has a more severe impact on the long-term use of the cryp-
tosystem, but both types need to be infeasible for a system to be secure.
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2. When sending the same message to several parties, you should always use
different moduli n. How can Eve recover the message m if she intercepted
two ciphertexts c1 = me1 mod n and c2 = me2 mod n?

2.4 The issue with quantum computers

Quantum computers are one of the most exciting and challenging research objects
in today’s communication and computation research. Due to their different func-
tionality, they promise big advantages in many computational applications such
as simulations in biotechnology, chemistry, pharmaceutical research, etc., and op-
timization tasks in finance, energy management, or logistics.

On the other hand, quantum computers pose one of the biggest threats in cyber-
security, in particular to public key cryptosystems and digital signatures. Cur-
rently the most commonly used public key cryptosystems are RSA and Diffie-
Hellman (in classical and elliptic curve variants). All these methods are insecure
if quantum computers capable of running Shor’s algorithm5 become available,
which is likely to happen in the next few decades. The importance of this threat
is further stressed by the NSA’s statement in 2015 to transition to post-quantum
secure algorithms for their Suite B family of cryptographic algorithms and the
National Institute of Standards and Technology’s (NIST) initiation of the interna-
tional Post-Quantum Cryptography Standardization project6 in 2016.
Remark 2.6. It is not true that quantum computers will speed up every type of
algorithm. In fact, there are only very few algorithms known where the quantum
technology will lead to a significant speed up.7

The expected time frame for quantum computers to be powerful enough to break
these implementations is between 10 to 30 years, however there are two major
reasons why we should transition to post-quantum cryptography already now:

5https://en.wikipedia.org/wiki/Shor’s_algorithm
6https://csrc.nist.gov/Projects/post-quantum-cryptography/

post-quantum-cryptography-standardization
7https://en.wikipedia.org/wiki/Quantum_algorithm
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1. Adversaries can store captured encrypted data for many years and decrypt
it when the development of quantum computers enables the adversary to
do so. This is a particular threat for highly sensitive data that needs to be
secured over a long period of time, such as diplomatic data or trade secrets.

2. Communication systems in aircrafts, trains or ships (among others) are of-
ten in operation for more than 30 years and are hardly ever updated due
to operational reasons. It is thus of paramount importance that communi-
cation algorithms on such systems are quickly changed to post-quantum
secure systems. Otherwise these systems will be vulnerable and become
accessible to adversaries.

Many proposals for post-quantum secure encryption and digital signatures have
been made in the past, many of which have been broken by now. Currently, the
National Institute of Standards and Technology (NIST) is considering a number
of proposals for post-quantum secure encryption and signatures to be made US
(and most likely also international) standards. The goal is to find cryptosystems
of comparable size and computational complexity to RSA (or Diffie-Hellman),
but that are secure against attacks run on quantum computers.
Remark 2.7. Since Shor’s algorithm is currently the only known algorithm that
leads to a speed up from exponential to polynomial run time on quantum com-
puters, post-quantum cryptography can also be reformulated as the Shor-resistant
cryptography.

As already mentioned in the introduction there are currently five main streams
of post-quantum cryptography, based on different hard mathematical problems:

• code-based cryptography

• lattice-based cryptography

• multivariate cryptography

• hash-based cryptography

• supersingular elliptic curve isogeny cryptography

We will focus on code-based cryptography, which is based on tools from coding the-
ory or error-correcting codes, which we will introduce in the following section.

2.5 Error-correcting codes

Since code-based cryptography uses a lot of coding theory, we start by briefly ex-
plaining error correcting codes. This will later on be used to explain the basic ideas
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of code-based cryptography.
Error correcting codes are classically used for communication over a noisy chan-
nel. One adds redundancy to the data to be sent, so that the noise (or the errors)
can be filtered out on the receiver’s side. Depending on the channel, the noise
type varies and different codes have to be constructed for the different channel
types. The differences can lie in the choice of the underlying alphabet, as well as
the choice of the coding metric that is used. We will introduce the alphabets and
metrics that will be used in these lecture notes in the following. For more details
we refer the reader to the books [13, 15, 16].
Denote by Fq the finite field with q elements where q is a prime power.

Definition 2.8. A classical block code is a set of vectors of a fixed length n over
some finite field Fq. A block code in Fn

q is called linear, if it is a linear subspace of
Fn
q .

A linear code C ✓ Fn
q of dimension k can be represented by a generator matrix

G 2 Fk⇥n
q such that C = hGi – where hGi denotes the row space of a matrix G –

or a parity check matrix H 2 F(n�k)⇥n
q such that C is the kernel of H .

Even though these are the most studied families, error-correcting codes do not
have to consist of vectors. For example, in linear network coding codewords are
matrices over Fq, or they are the row spaces of those matrices. In the former
case, the codewords are still elements of the (matrix) vector space Fm⇥n

q , for some
m,n 2 N, and hence linearity of such matrix codes can be defined in the usual
sense. For our lecture notes the notion above (where codewords are vectors) is
sufficient.
Various metrics can be used for different coding theoretic applications. In this
lecture we will consider the Hamming and the rank metric. We will explain these
metrics in the following.

Definition 2.9. • The Hamming distance dH on Fn
q is defined as

dH((u1, . . . , un), (v1, . . . , vn)) := |{i | ui 6= vi}|

for any (u1, . . . , un), (v1, . . . , vn) 2 Fn
q . Note that this metric can be defined

for vectors over any underlying alphabet.

• A rank metric code is a subset of the matrix space Fm⇥n
q . The rank distance dR

is defined as the rank of the difference of the corresponding matrices over
Fq, i.e., for A,B 2 Fm⇥n

q ,

dR(A,B) := rank(A�B).

Note that these codes can also be represented in Fn
qm , via a vector space

isomorphism Fm
q

⇠= Fqm .
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For both of the above metrics d⇤ (where ⇤ 2 {H,R}) and the corresponding codes
C we define the minimum distance of C as

d⇤(C) := min{d⇤(u, v) | u, v 2 C, u 6= v}.

For both distances we consider additive error models, i.e., when sending a code-
word c 2 C over the considered communication channel we receive

r = c+ e,

for some error vector (or matrix) e that lives in the same space as c. We define
the weight of a codeword to be its distance to the all-zero codeword. Then the
distance between r and c is equal to the weight of e. If e is an error vector of
weight at most (d⇤(C) � 1)/2, then there is a unique closest codeword to r –
namely c – with respect to the chosen metric. The process of finding the closest
codeword c to a given received word r is called (minimum distance) decoding. It
follows that we can correct (or decode) any error of weight at most (d⇤(C)�1)/2;
hence we say that C has error-correction capability b(d⇤(C)� 1)/2c.

The various metrics for error correction arise from different applications with dif-
ferent noise behaviors. In general, given an application with a prescribed abstract
error model, one tries to find a metric such that the most likely sent codeword
is the closest codeword to a received word with respect to the metric. For exam-
ple, in the classical telecommunication channel, where information is transmitted
via periodic waveforms, the Hamming metric is used for orthogonal modulation,
whereas the Lee metric is used for phase modulation [23]. In other applications
we consider the complete loss of a symbol instead of added noise. In these era-
sure channels the Hamming metric is again the usual choice for recovering the
codeword and the corresponding message.
One of the main applications for the rank metric is linear network coding. In this
setting we consider broadcast communication over a network with one sender
and several receivers who all want to get the same information. One can show
that the capacity of such channels can be achieved by splitting the information
into several packets which are simultaneously injected into the network via sep-
arate edges and letting the inner nodes of the network linearly combine their
incoming information before forwarding it. The codewords can now be repre-
sented by stacking the packets that are sent simultaneously as rows in a matrix.
However, the linear combinations inside the network may lead to a propagation
of the errors during transmission over large parts of the network, which makes
the Hamming metric unsuitable for this setting. It turns out that, if the operations
of the network are known, the number of actual errors is best measured by the
rank metric [3].

Many code constructions are known for the Hamming and the rank metric, of
which we will use
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• Reed-Solomon codes

• Goppa codes

• Gabidulin codes

in our lecture notes. We will define those in the following.

Definition 2.10. Let ↵1, . . . ,↵n 2 Fq be pairwise distinct. Moreover, let v1, . . . , vn 2

F⇤
q . Denote ↵ = (↵1, . . . ,↵n) and v = (v1, . . . , vn). Then

RSn,k,q(↵, v) := {(v1f(↵1), . . . , vnf(↵n)) | f(x) 2 Fq[x], deg f < k}

is called a generalized Reed-Solomon code of length n and dimension k.

Theorem 2.11. A generalized Reed-Solomon code of length n and dimension k has min-
imum Hamming distance n� k + 1 and is therefore an MDS (maximum distance sepa-
rable) code.8

Definition 2.12. Let ↵1, . . . ,↵n 2 F⇤
qm be pairwise distinct. Moreover, let G(x) 2

Fqm [x] be such that G(↵i) 6= 0 and vi =
Q

j 6=i(↵j � ↵i)G(↵i)
�1 for i = 1, . . . , n.

Denote ↵ = (↵1, . . . ,↵n) and v = (v1, . . . , vn). Then

RSn,k,qm(↵, v) \ Fn
q

is called a q-ary Goppa code of length n.

Note that with the definition above Goppa codes are subfield subcodes of Reed-
Solomon codes. Originally (non-binary) Goppa codes were defined differently,
however, the definitions are equivalent.
There is no closed formula for the dimension and the minimum Hamming dis-
tance of Goppa codes, however there are lower bounds on these parameters. For
these lecture notes we do not need these lower bounds and refer the interested
reader to [9].

Definition 2.13. Let ↵1, . . . ,↵n 2 Fqm be linearly independent over Fq and write
↵ = (↵1, . . . ,↵n). Denote by Lq[x] the set of Fq-linearized polynomials9 over Fqm .
Then

Gabn,k(↵) := {(f(↵1), . . . , f(↵n)) | f(x) 2 Lq[x], deg f < k}

is called a Gabidulin code of length n and dimension k.

Theorem 2.14. A Gabidulin code of length n and dimension k has minimum rank dis-
tance n� k + 1 and is therefore an MRD (maximum rank distance) code.10

8MDS codes are optimal in the sense that they reach the upper bound n�k+1 on the minimum
Hamming distance.

9Polynomials of the form f(x) =
P

i uix
qi with ui 2 Fqm .

10MRD codes are optimal in the sense that they reach the upper bound n�k+1 on the minimum
rank distance.
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Lastly we need to know what the isometries (i.e., the distance preserving au-
tomorphisms) for the Hamming metric and the rank metric are. We denote by
GLn(q) the general linear group of invertible matrices in Fn⇥n

q and by Sn the
group of n⇥ n permutation matrices.

Theorem 2.15. 1. The linear isometries for the metric space (Fn
q , dH) are represented

by the monomial matrices, i.e., matrices of the form
0

BBB@

v1 0 . . . 0

0 v2 . . . 0

. . .
0 0 . . . vn

1

CCCA
P

for some P 2 Sn and non-zero v1, . . . , vn 2 Fq.

2. The linear isometries for the metric space (Fn
qm , dR) are represented by the elements

of GLn(q).

These linear isometries can be extended to semi-linear isometries by combining
them (coordinate-wise) with the Galois group of Fq, respectively Fqm .
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Code-Based Cryptosystems

3.1 General setup for public key encryption

A completely different application of error-correcting codes in any ambient met-
ric space can be found in code-based cryptography, one of the main streams of post-
quantum cryptography. Here the main focus is to secure data against eavesdrop-
pers, in contrast to the channel coding setup above, where the reliability of data
was the main objective.
The main idea of code-based cryptography is to use the syndrome decoding problem
(SDP) as the underlying hard mathematical problem. The computational version
of this problem can be stated as follows:

Syndrome Decoding Problem: Given some t 2 N, a parity check matrix H 2

Fr⇥n
q and a syndrome s 2 Fr

q, find a vector e 2 Fn
q of weight at most t that fulfills

eH>
= s.

Note that the weight in our formulation can be any general weight; historically
the SDP was first studied with respect to the Hamming metric, and thereafter for
the rank metric and other metrics/weights. Its decisional version (i.e., the prob-
lem of deciding if such a vector e exists, without explicitly finding it) is known to
be NP complete for any additive weight:

Theorem 3.1. Let wt : Fq ! R�0 be a function that satisfies the following properties:

1. wt(0) = 0,

2. wt(1) = 1 and wt(x) � 1 for all x 6= 0.

If wt is extended additively to Fn
q (i.e., by adding the weights of the coordinates) then the

SDP with respect to wt is NP-complete.

Remark 3.2. Most known coding weights fulfill the conditions above, however,
the rank metric does not, since it is not additive on the coordinates. It is currently
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not known if the rank metric version of the SDP is NP-complete, however, there
are indicators that it should be the case. (In particular, there is a probabilistic
reduction of an NP-complete problem to the rank metric SDP.)
Remark 3.3. From a theoretical point of view it is one of the big selling points of
code-based cryptography that the SDP is proven to be NP-complete. E.g., the
integer factorization problem, which has been used in public-key cryptography
in abundance over the last decades, is not NP-complete (under the assumption
that N is not equal to NP).

There are two main general cryptosystems which are based on error-correcting
codes – the McEliece [17] and the Niederreiter system [20]. Both of these have many
variants, depending on which type of code one wants to use. Since both are
equivalent from a security point of view (see [12]) we focus on the McEliece sys-
tem in this proposal. For implementation purposes however, and for the con-
struction of digital signatures, the Niederreiter system is of great interest, as well.
Originally, the McEliece cryptosystem was based on binary Goppa codes. The
underlying idea in its general form, using an arbitrary linear block code, is as
follows.

Algorithm 2 Generalized McEliece cryptosystem

• The receiver chooses a code C with generator matrix G and an efficient
decoding algorithm. Moreover, they need a disguising function � that is a
near-isometry.1

• Private key: G and the decoding algorithm

• Public key: �(G) together with the error correction capability of the code
generated by �(G), say t̂

• Encryption: Choose a random error vector e of weight at most t̂ and encrypt
the message m as

c = m �(G) + e.

• Decryption: Compute ��1
(c) and decode this in the secret code C to re-

cover m.

Similarly the general framework of the Niederreiter system is described in Algo-
rithm 3.
In both cryptosystems an attacker is not able to recover the message m without
knowing �, respectively the secret code C. As a brute force attack they can try to

1A near-isometry is a relaxation of the concept of isometry, namely a function on the vectors
that changes the weight by at most a given value. To be precise, the function � needs to have more
properties than just being a near-isometry. However, we will not go into the technical details at
this point.
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Algorithm 3 Generalized Niederreiter algorithm

• The receiver chooses a code C with parity check matrix H and an efficient
decoding algorithm. Moreover, they need a disguising function � that is a
near-isometry.

• Private key: H and the decoding algorithm

• Public key: �(H) together with the error correction capability of the code
which is the kernel of �(H), say t̂

• Encryption: Represent the message as an error vector e of weight at most t̂
and encrypt it as

c = e �(H)
>.

• Decryption: Compute ��1
(c) and decode this in the secret code C to re-

cover e and hence the message.

decode in the public code �(C), but this code has no structure and hence no effi-
cient decoding algorithm, and decoding in such a “random” code is too difficult.

Remark 3.4. One can show that the McEliece and the Niederreiter cryptosystems
are equivalent from a security point of view, i.e., that if one can break one of them
(with given parameters and codes) then one can also break the other.
The advantage of Niederreiter is that the ciphertext is smaller than in McEliece,
whereas the disadvantage is that mapping the message to an error vector is not
straight-forward.

For the above cryptosystems to be efficient and secure, the following have to be
fulfilled:

• We need a code C that has efficient encoding and decoding algorithms.

• We assume that the code family used is known, hence we require this family
to have enough elements to prevent brute force attacks.

• The error correction capability needs to be large enough such that a brute
force attack on the possible errors can be prevented.

• We need a disguising function such that the original code cannot be found
from the public generator matrix.

• Any generic decoding2 should be infeasible.

2Generic decoding means a general decoding procedure that works for any (random or unstruc-
tured) code of the prescribed parameters.
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Naturally, one could choose extremely long codes to increase the security param-
eters. However, this affects the efficiency and the key size of the cryptosystem.
Generally, code-based cryptography suffers from large key sizes. To be secure
against generic decoding attacks, the generator matrix of the secret code, and
hence also the generator matrix of the public key, needs to be quite large. E.g., to
achieve 96 bits security3, we need approximately 10

6 bits in the public key size
of the classical McEliece system. For comparison, RSA needs a public key of less
than 2048 bits to achieve the same security level. On the other hand, the encryp-
tion and decryption times are very fast compared to other cryptosystems, which
makes code-based cryptosystems very promising for many applications. One of
the main research goals is hence to find codes and disguising functions that allow
smaller key sizes than currently known variants.

Exercise 3.5. If C ✓ Fn
q is a linear code of dimension k, what are the sizes of

the public key and the ciphertext in the McEliece cryptosystem (in qbits or bits)?
What are the respective sizes for the Niederreiter system? Can you compress the
public key sizes by sharing more public information?

3.2 Overview of some variants

Over the last decades many variants of the McEliece (or Niederreiter) cryptosys-
tem have been proposed. Recall that the original paper introducing the McEliece
cryptosystem proposed to use binary Goppa codes. This system still remains un-
broken. Since then, many other block codes have been studied in this system,
e.g., Reed–Solomon, Reed–Muller, algebraic geometry, low density parity check
(LDPC), wild Goppa, and polar codes. However, most of these codes are too
structured, and the private key can be found efficiently by the attacker.
In the last years, some new code classes without known structural attacks were
proposed to be used in code-based cryptosystems, e.g., quasi-cyclic MDPC (medium
density parity check) codes [18]. This class results in significantly smaller key
sizes compared to the original McEliece cryptosystem.
Another way of achieving smaller key sizes is to use rank metric codes, which
was first suggested by Gabidulin, Paramonov, and Tretjakov (GPT) [6], since
known generic decoding algorithms in the rank metric are less efficient than in
the Hamming metric [1, 8]. Until recently, all proposed variants in the rank met-
ric used Gabidulin codes; the main difference of the variants is the respective
disguising function. Many of these variants have again been broken by now,
mostly due to structural attacks, see e.g., [21, 11, 10]. However, recently some
new variants were proposed, using other classes of codes, such as low rank par-
ity check (LRPC) codes [7] or twisted Gabidulin codes [22]. Furthermore, other
disguising functions have been proposed, e.g. in [14].

3Meaning that an attack needs at least 296 operations.
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In the following sections we will study some of these variants and explain their
strengths and weaknesses.

3.3 Variants in the Hamming metric

3.3.1 The original McEliece system (Goppa codes)

As already mentioned, the original proposal by McEliece employs binary Goppa
codes as secret codes. The generator matrix is then disguised by multiplying with
an invertible matrix on the left (i.e., choosing a different basis) and multiplying
with a permutation matrix on the right (i.e., applying an isometry on the code).
We state the complete description in Algorithm 4.

Algorithm 4 Original McEliece cryptosystem

• The receiver chooses a binary Goppa code C ✓ Fn
2 of dimension k = n�mt

with generator matrix G and minimum distance 2t + 1. Moreover, they
choose a random A 2 GLk(2) and P 2 Sn.

• Private key: G and (A,P )

• Public key: G0
= AGP

• Encryption: Choose a random error vector e of weight at most t and encrypt
the message m as

c = m G0
+ e.

• Decryption: Compute c0 = cP�1 and decode this in C to recover mA. Re-
cover m by multiplying with A�1.

Let us now have a look at why this works: Note that in the decryption process
we implicitly use the fact that

cP�1
= (mAGP + e)P�1

= mAG| {z }
another codeword

+ eP�1
| {z }

same weight as e

,

i.e., eP�1 is another uniquely decodable error and we hence recover the code-
word mAG (and thus the corresponding message vector mA) with any decoder
for C. Since A is known to the recipient, they can recover the original message m
from mA.
Example 3.6. Bob chooses the small binary Goppa code of length 8 and dimension
2 with generator matrix

G =

✓
1 0 0 1 0 1 1 1

0 1 1 1 1 1 1 0

◆
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as secret code. This code has minimum distance 5 and can therefore correct t = 2

errors. Moreover, he randomly picks

A =

✓
1 0

1 1

◆
and P =

0

BBBBBBBBBB@

0 1 0 0 0 0 0 0

1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0

0 0 0 0 1 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 0 1 0 0

1

CCCCCCCCCCA

.

Then he publishes (or sends to Alice) the public key

G0
= AGP =

✓
0 1 0 1 1 1 0 1

1 1 1 0 0 1 1 0

◆
.

Alice wants to send the message m =
�
1 0

�
and encrypts it as

c = mG0
+ e =

�
0 1 0 1 1 1 0 1

�
+
�
0 0 0 0 1 0 0 1

�

=
�
0 1 0 1 0 1 0 0

�
,

where e is randomly chosen among the vectors of weight at most t = 2. She sends
c to Bob, who will then decrypt it by first inverting the operation of P ,

c0 = cP�1
=
�
1 0 0 0 0 0 1 1

�
,

and then decoding it to the closest codeword in C, which is
�
1 0 0 1 0 1 1 1

�
.

The corresponding message vector is
�
1 0

�
which leads to the message via

m =
�
1 0

�
A�1

=
�
1 0

�
.

Remark 3.7. The above example is of course not secure since the code’s parameters
are very small. In general, the code parameters have to be chosen such that a
generic decoder for the public code would not be able to find the message by just
decoding in this (random-looking) public code.
It is a big part of code-based cryptographic research to determine the computa-
tional complexity of the best generic decoder. In the Hamming metric most of
the best known decoders are information set decoders (ISD) or birthday (paradox)
decoders. For an overview of such decoders we refer to [26].

Exercise 3.8. Set up a Niederreiter system with the same parameters as in Example
3.6. What is Alice’s ciphertext and how would Bob recover the message?
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3.3.2 McEliece systems based on Reed-Solomon codes

One question that easily comes up when considering the McEliece cryptosystem
is why it uses binary Goppa codes. A natural idea is to use MDS (maximum dis-
tance separable) codes, due to their optimality and hence most compact represen-
tation for a given error correction capability. Therefore, we could easily replace
the code C in Algorithm 4 with a (generalized) Reed-Solomon code. However, it
turns out that Reed-Solomon codes give rise to a distinguisher (a certain type of
key recovery) attack.
For this notice that Reed-Solomon codes distinguish themselves from random
linear codes by the following property.

Definition 3.9. For u, v 2 Fn
q define the Schur/star/coordinate-wise product as

u ? v :=
�
u1v1, . . . , unvn

�
.

Then define the (star) square code of a linear code C ✓ Fn
q to be

C?2
:= h{c ? d | c, d 2 C}i.

Theorem 3.10. [4, Theorem 2.3] If C ✓ Fn
q is a random linear code then by high proba-

bility

dim(C?2
) = min

⇢✓
k + 1

2

◆
, n

�
,

whereas if C is a (generalized) Reed-Solomon code, then

dim(C?2
) = min{2k � 1, n}.

The above theorem presents an easily computable distinguisher for (generalized)
Reed-Solomon codes. In fact, the (star product) square code can also be used for
the following code families:

• low-codimensional subcodes of GRS codes,

• Reed-Muller codes,

• Polar codes,

• special types of Goppa codes,

• high rate alternant codes,

• algebraic geometry codes.

Now that we have a distinguisher it is still not straight-forward how to use this
in a key recovery attack.
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In Wieschebrink’s paper [28], the star product is used to identify for a certain
subcode C 0 of a GRS code a possible pair (x, y) of code locators and column mul-
tipliers. This is achieved by computing C 0?2 which turns out to be C?2. The
Sidelnikov-Shestakov algorithm [24] is then used on C 0?2 to recover suitable code
locators and column multipliers of the original generalized Reed-Solomon code.
The idea of a distinguisher attack becomes more apparent when looking at Wi-
eschebrink’s cryptosystem [27] and the corresponding attack. Wieschebrink’s
system differs from the classical McEliece system with Reed-Solomon codes by
using a different disguising function. We describe it in Algorithm 5.

Algorithm 5 Wieschebrink cryptosystem

• The receiver chooses a Reed-Solomon code C ✓ Fn
q of dimension k with

generator matrix G. They also choose C1, . . . , Cr 2 Fk
q , S 2 GLk(q) and P 2

Sn+r uniformly at random. Let Ḡ be the matrix obtained by concatenating
G and the columns C1, . . . , Cr.

• Private key: G and (S, P )

• Public key: G0
= S�1ḠP�1

• Encryption: Choose a random error vector e of weight at most t and encrypt
the message m as

c = m G0
+ e.

• Decryption: Compute c0 = cP�1, erase the last r coordinates and decode
this in C to recover mS�1. Recover m by multiplying with S.

To attack this system we use the fact that by puncturing the public generator
matrix in random positions and computing the dimension of the star square code,
we can identify the inserted columns C1, . . . , Cr. The attack goes as follows:
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• Choose a random 1  i  n+r and shorten G0 in the ith position (i.e., erase
the ith column in G0).

• Compute the dimension of the square code of this new generator matrix.

• If the dimension of the square is
⇢

2k + r � 2 then the erased column was probably from {C1, . . . , Cr}

2k + r � 1 then the erased column was probably from the GRS code.

• Identify all random columns like above to recover a generator matrix for
the original GRS code.

• Apply Sidelnikov-Shestakov to recover the code locators and column mul-
tipliers to be able to decode.

Exercise 3.11. Prove Theorem 3.10.
Exercise 3.12. Prove that shortening a GRS code results in another GRS code.
What are the dimension and the length of the shortened code?
Exercise 3.13. Prove that the square code of the public code generated by G0 has
dimension 2k + r by high probability.

3.3.3 McEliece system with LDPC/MDPC codes

A really different approach for disguising the private key can be done with low
density parity check (LDPC) codes, as first proposed in [19]. In this case the
decoding algorithm depends on a sparse parity check matrix of the code. We
therefore do not need to hide the code used but only the sparse parity check
matrix. We describe the algorithm in Algorithm 6.
Recall that the security of this system does not lie in hiding the code itself, but
rather in the representation of the code that gives rise to an efficient decoder.
Therefore, this system is not despicable to a distinguisher attack. However, there
are key recovery attacks for this system, namely by finding low weight code-
words in the dual code, which can then be used to design a sparse parity check
matrix which in turn leads to an efficient decoder.
In return, when this attack based on finding low weight codewords was analyzed
it was found that there is a regime of sparsity where the attack is not feasible any
more, but the cryptosystem still works. The corresponding codes are now called
MDPC (medium/moderate density parity check) codes4 and the NIST standardization
project finalist BIKE is partly based on this idea.

4Usually, a binary code is called MDPC if there exists a parity check matrix whose rows have
weight O(

p
n log(n)).
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Algorithm 6 McEliece with LDPC codes

• Choose an efficiently decodable LDPC code with sparse parity check matrix
H ✓ Fr⇥n

q .

• Private key: H

• Public key: G any generator matrix for the code defined by H

• Encryption: Choose a random error vector e of weight at most t and encrypt
the message m as

c = m G+ e.

• Decryption: Decode c in C (with the help of H) to recover m.

3.4 Variants in the rank metric

3.4.1 The original GPT system

The Gabidulin-Paramonov-Tretjakov (GPT) cryptosystem was introduced in [6]
and is another variant of the McEliece cryptosystem, using codes and near-isometries
for the rank metric instead of for the Hamming metric.
To understand the near-isometry that is used as the disguising function, we need
to define one more concept:

Definition 3.14. 1. Let X 2 Fk⇥n
qm . We define the column rank of X to be the

Fq-dimension of the Fq-space spanned by the columns of X .

2. Let X 2 Fk⇥n
qm be a matrix of rank k and column rank t and V 2 Fk⇥t

qm , U 2

Ft⇥n
q such that X = V U . We call hUi the Grassmann support of X which will

be denoted by hUi = suppGr(X).

Example 3.15. Consider F4 = F2[↵] and the matrix

M =

✓
1 0 ↵ 1

0 1 0 1

◆

in F2⇥4
4 . Its rank over F4 is 2, but its column rank is 3, since the first and third

column are not F2-multiples of each other.
We can decompose M into

M =

✓
1 0 ↵
0 1 0

◆0

@
1 0 0 1

0 1 0 1

0 0 1 0

1

A .
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Then the Grassmann support of M is the row space of
0

@
1 0 0 1

0 1 0 1

0 0 1 0

1

A .

The GPT cryptosystem is described in Algorithm 7.

Algorithm 7 GPT Cryptosystem

• The receiver chooses a Gabidulin code of minimum rank distance 2t+1 with
generator matrix G ✓ Fk⇥n

qm . Moreover, they randomly choose S 2 GLk(qm)

and X 2 Fk⇥n
qm of column rank at most s < t.

• Private key: G and S

• Public key: G0
= SG+X

• Encryption: Choose a random error vector e of rank weight at most t � s
and encrypt the message m as

c = m G0
+ e.

• Decryption: Decode c in the Gabidulin code to recover mS. Multiply with
S�1 to recover m.

Similarly to Reed-Solomon codes, also Gabidulin codes suffer from distinguish-
ing properties that make most of the cryptosystems using them vulnerable to
key recovery attacks. Where we used the star product for distinguishing Reed-
Solomon codes, Gabidulin codes can be distinguished by considering the inter-
section with itself under the coordinate-wise Frobenius map:5

Theorem 3.16. [5] If C ✓ Fn
qm is a random linear code of dimension 0 < k < n then by

high probability
dim(C \ C(q)

) = max{2k � n, 0},

whereas if C is a Gabidulin code, then

dim(C \ C(q)
) = k � 1.

Note that this behavior differs as soon as 1 < k < n � 1, i.e., for any non-trivial
Gabidulin code.
As before in the Hamming metric case, the question is now how to exploit this
distinguishing property in an attack. We will explain such an attack in the fol-
lowing and last part of these lecture notes:

5This map – denoted by x
(q) – raises every entry to its qth power when working over Fqm .
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Distinguisher (key recovery) attack on the GPT cryptosystem based on rank 1

codewords

Consider the Gabidulin code Gabn,k(↵) with dimension 1 < k < n and generator
matrix SG, where S 2 GLk(Fqm) and

G =

0

BBB@

↵1 ↵2 . . . ↵n

↵q
1 ↵q

2 . . . ↵q
n

...
↵qk�1

1 ↵qk�1

2 . . . ↵qk�1

n

1

CCCA
. (3.1)

Then Gabn,k(↵)(q) \ Gabn,k(↵) is the Gabidulin code Gabn,k�1(↵(q)
). Iterating

with this new Gabidulin code, we can eventually obtain a code of dimension 1,
which is generated by ↵(qk�1). If we take some non-zero element of this space, it
has the form �↵(qk�1), for some � 2 Fqm . Applying the Frobenius map coordinate-
wise m � k + 1 times, we obtain an element of the form �qm�k+1

↵. Using this
element, we can construct a generator matrix, BG, for Gabn,k(↵) which will have
the form

BG =

0

BBB@

�qm�k+1

�qm�k+2

. . .
�

1

CCCA

0

BBB@

↵1 ↵2 . . . ↵n

↵q
1 ↵q

2 . . . ↵q
n

...
↵qk�1

1 ↵qk�1

2 . . . ↵qk�1

n

1

CCCA
.

The change of basis from SG to BG is then given by BS�1. For a message m 2

Fk
qm , encoded as mSG, we can now decode with respect to Gabn,k(�qm�k+1

↵) to
obtain mSB�1. Then, applying BS�1, we can recover m.
To set up our attack we must be able to find the elements of rank one in a lin-
ear rank metric code efficiently. To accomplish this, we only need to find the
codewords that have all coordinates in Fq (all other rank one codewords are mul-
tiples of these). The following lemma shows how these codewords in Fn

q can be
computed.

Lemma 3.17. [10] Let G 2 Fk⇥n
qm be in reduced row echelon form and denote by Gi the

ith row of G. Then the solutions to

kX

i=1

ai(G
(q)
i �Gi) = 0, (3.2)

for variables ai 2 Fq, represent the codewords of hGi in Fn
q .

When expanded over Fq, Equation (3.2) gives rise to a linear system of equations
with k variables, which can efficiently be solved with standard methods.
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Now back to our attack to break the GPT cryptosystem, which extends Over-
beck’s attack [21] to cryptanalyze the system for all suggested parameters. Recall
that the public key generator matrix is of the form

G0
= SG+X 2 Fk⇥n

qm ,

where G is a generator matrix of a Gabidulin code Gabn,k(↵), X 2 Fk⇥n
qm is a

matrix of column rank s, and S 2 GLk(qm). For simplicity we will from now on
assume that X cannot be decomposed into a Moore matrix6 plus a matrix of less
column rank. This assumption will simplify our explanation of the attack. The
interested reader is referred to [11, 10] for a general explanation of the attack on
any X , depending on the so-called Moore decomposition of X .
Note that, as an attacker, we do not have a priori knowledge of the parameter s.
We can generally assume s = t, or else start with s = 1 and increase the value up
to t until the attack succeeds.
We need one more preliminary lemma before getting to the main results used in
our attack:

Lemma 3.18. [10] Let G 2 Fk⇥n
qm and X be as above. Then all elements of rank one in

sX

i=0

hG+Xi
(qi)

exactly span suppGr(X).

Proof. Let U be the subspace spanned by all elements of rank one in
sX

i=0

hG+Xi
(qi).

Let H 2 F(n�s)⇥n
q be a parity check matrix for suppGr(X). We have

dR

 
sX

i=0

hG+Xi
(qi)H>

!
= dR

 
sX

i=0

hGi
(qi)H>

!

� 2t+ 1� 2s = 2(t� s) + 1 � 3.

Since H is a matrix over Fq, we get wtR(x) � wtR(xH), and therefore we must
have that all elements of rank one must be from a Frobenius power of X . It
follows that U = suppGr(X).

Theorem 3.19. [10] Consider a GPT cryptosystem as defined above. Suppose an adver-
sary can find a full rank matrix U 2 Fs⇥n

q satisfying

hUi = hXi,

then an encrypted message can be recovered in polynomial time.
6I.e., a matrix of the form (3.1).



Part II. Chapter 3. Code-Based Cryptosystems 64

Proof. Let H 2 F(n�s)⇥n
q be a parity check matrix for hUi. Applying H to the

public key generator matrix yields

G0H>
= (SG+X)H>

= SGH>.

Then, it follows that hGiHT has minimum rank distance at least n � k + 1 � s.
Moreover, GH> is a Moore matrix.
From the minimum distance we know that there are n� s independent columns
in this matrix, which generate a Gabidulin code of minimum distance n � s �

k + 1, Gabn�s,k(�), for some � 2 Fn�s
qm . From the results above, we can recover

a decoding algorithm for Gabn�s,k(�) with respect to the submatrix formed by
these n� s columns. The error correction capability of Gabn�s,k(�) is

�
n� s� k

2

⌫
=

j
t�

s

2

k
� t� s � rank(e) � rank(eH>

),

where the last inequality follows from the fact that H is a matrix over Fq. For an
encrypted message m(SG+X) + e, we have

(m(SG+X) + e)H>
= mS(GH>

) + eH>.

When we restrict this to the above chosen independent columns, we can uniquely
decode in the respective code Gabn�s,k(�) and can therefore recover m.

We can now use the previous result to attack and break the GPT cryptosystem.

Corollary 3.20. [10] Consider a GPT cryptosystem as defined above with public key
generator matrix G0

= SG + X 2 Fk⇥n
qm . For any such cryptosystem, an encrypted

message can be recovered in polynomial time.7

Proof. We first note that �
n� k

2

⌫
= t > s.

By Corollary 3.18, all the elements of rank one in
Ps

i=0hG + S�1Xi
(qi) belong

to suppGr(S
�1X) = suppGr(X). With Lemma 3.17 we can find a basis matrix

U 2 Fs⇥n
q for these elements of rank one in polynomial time. Then we can use

Theorem 3.19 to recover the encrypted message.

Exercise 3.21. Show that the decryption procedure in Algorithm 7 recovers the
message m.
Exercise 3.22. The rank decomposition from Definition 3.14 is generally not unique.
For a given rank decomposition, how can you create all other options? Why is
the Grassmann support still well defined?
Exercise 3.23. Prove Lemma 3.17.

7The attack needs O(k2
nm

2(s2 + k)) operations over Fq , plus the operations needed for the
Gabidulin code decoding algorithm. E.g., the decoding algorithm of [25] needs O(m3 logm) oper-
ations over Fq .
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3.4.2 Other variants in the rank metric

There are many other variants in the rank metric, as already mentioned in the in-
troduction to this chapter. They mostly differ in the choice of the disguising func-
tion (when using Gabidulin codes), or in using a similar idea as for LDPC codes,
namely LRPC (low rank parity check) codes. We refer the interested reader to [26]
and/or the references in Section 3.2 for further information on these systems.

3.5 Other metrics, other alphabets, other cryptosystems (out-
look)

We gave a first overview of different variants of public key code-based encryption
schemes, using codes and decoding algorithms in the Hamming or the rank met-
ric. Historically, these were also the first two metrics studied in code-based cryp-
tography. However, recently other metrics such as the sum-rank or the Lee metric
have been studied for their use in McEliece type cryptosystems and promising
first analyses were made. Furthermore, one needs not restrict to finite fields, but
can also set up and analyze code-based cryptosystems over other alphabets, e.g.,
finite rings.
Remember that in the beginning we said that any public key encryption scheme
can be transformed into a digital signature scheme. Theoretically, this is also
true, but practically both the McEliece and the Niederreiter system suffer from
the problem of turning the decoding procedure into a signing procedure. A few
attempts have been made, but to no satisfactory result so far. It remains an inter-
esting open question to design a practical code-based signature scheme (that is
not of the form below).
Another avenue to design digital signatures is via a well-known transform –
called the Fiat-Shamir transform – from zero knowledge identification schemes.
There are code-based versions of these schemes and they can (practically) be
used to create digital signatures. However, they suffer from large signature sizes,
which is a problem that is inherent in the setup with zero knowledge identifica-
tion schemes. Furthermore, it is questionable if these schemes are really code-
based cryptography, since they do not make use of any decoding algorithms
(which is at the heart of coding theory). On the other hand, they rely on the NP-
hardness of the syndrome decoding problem and can therefore be called code-
based.
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Preface

The object of these Notes is the use of some classical algebraic varieties over finite
fields to construct interesting codes or graphs. The literature about algebraic va-
rieties over finite fields is quite wide, but we have tried to keep our approach as
elementary as possible in order to reach as many combinatorialists as possible, as
the main goal here is the application of some of their properties to Coding Theory
and Extremal Graph Theory.
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Chapter 1

Introduction

An (n, r)-set of PG(N � 1, q) is a set consisting of n points such that any r + 1

of them are linearly independent but some r + 2 points are linearly dependent.
Finding the maximum value Mr(N, q) for which an (n, r)-set of PG(N � 1, q)
exists is a special case of the so called packing problem, see [20]. This is one of the
oldest problem in Finite Geometry and it dates back to the seminal paper of Bose,
see, e.g., [9], who first showed a connection of this problem with Coding Theory.
An (n,N � 1)-set of PG(N � 1, q) is called an arc. There is a wide literature
about this topic, for a complete survey see [3]. There are applications of arcs in
many fields, such as quantum physics (see, e.g. [7]), cryptography ([16]), group
theory ([10]), but the best known application of arcs to the theory Error Correcting
Codes, which is given by the well-established fact that a N -dimensional linear
maximum distance separable code is equivalent to an arc in PG(N � 1, q).
The topic was taken up by Beniamino Segre ([30, 29, 31, 33]): his fundamental
work on arcs includes the celebrated result that a planar arc of PG(2, q) of size
q + 1 is a conic, that is a curve of degree 2. In fact, the most significant method-
ological contribution in Segre’s work was to associate an algebraic curve to a
planar arc and all the strongest results on arcs are based on Segre’s initial ideas to
find connections between arcs and algebraic curves/varieties. One fundamental
open problem is whether there exist parameters (k, n) for which every arc of size
q+1 of PG(k�1, q) is a normal rational curve. A partial answer to that was given
in [2].
The aim of this notes is to show that a special class of algebraic varieties of
PG(N � 1, q) are (n, r)-sets quite ”dense” in the relevant projective space, and
how that can be used to construct interesting codes or graphs. Our starting point
is, in fact, the algebraic variety Vrt of PG(rt�1, q) introduced by Segre in [32], that
is the Grassmann embedding of a Desarguesian (t � 1)–spread of PG(rt � 1, q).
We stress out that a normal rational curve of PG(k � 1, q) is the Grassmann em-
bedding of a Segre variety ⌃2k (see [18]), and a Desarguesian (t � 1)–spread of
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PG(2t � 1, q) is the union of ⌃2t. The algebraic variety Vrt is an (
qrt�1
qt�1 , t)-set of

PG(rt � 1, q). We present a generalization of that, namely the (d,�)-Veronese va-
riety, and some applications to Coding Theory and Extremal Combinatorics. We
have tried too keep the approach as elementary and self-contained as possible. A
good knowledge of tensor or wedge product could be useful but not necessary.
Chapter 3 is devoted to the introduction of the algebraic varieties we will use
and the independence of their points. In Chapter 4 we show some application to
Coding Theory and, finally, in Chapter 5, an application to a classical problem in
Extremal Combinatorics.



Chapter 2

Some Remarkable Algebraic
Varieties

We will follow [21] for notations and basic definitions.
Let Fq be the finite field of order q, PG(n � 1, q) be the projective geometry over
Fq of dimension n � 1 and Fq be the algebraic closure of Fq. We shall iden-
tify a point P 2 PG(n, q) with its homogeneous coordinate vector in Fn

q . Let
PGL(n, q), P�L(n, q) be, respectively, the projective linear and semi-linear groups
of PG(n�, q).
By Fq ,! Fqt , we get a natural embedding of Fn

q in Fn
qt and hence of PG(n� 1, q)

in PG(n�1, qt). We say that PG(n�1, q) is a subgeometry of PG(n�1, qt) of order
q.
Throughout this paper we shall extensively use the following result: if � is a
Fq–linear collineation of PG(n � 1, qt) of order t, then the subset Fix(�) of all
elements of PG(n � 1, qt) point–wise fixed by � is a subgeometry isomorphic to
PG(n�1, q). This is a straightforward consequence of the fact that there is just one
conjugacy class of Fq–linear collineations of order t in P�L(n, qt), namely that of
µ : X ! Xq. In particular, all subgeometries PG(n� 1, q) are projectively equiv-
alent to the set of fixed points of the map (x0, x1, . . . , xn�1) 7! (xq0, x

q
1, . . . , x

q
n�1).

Lemma 2.1 ([26, Lemma 1]). Let ⌃ ' PG(n�1, q) be a subgeometry of PG(n�1, qt)
and let � be the Fq–linear collineation of order t such that ⌃ = Fix(�). Then a subspace
⇧ of PG(n � 1, qt) is fixed set–wise by � if and only if ⇧ \ ⌃ has the same projective
dimension as ⇧.

Let Fq[x0, x1, . . . , xn�1] be the polynomial ring over Fq in n indeterminates. Let
fi 2 Fq[x0, x1, . . . , xn�1] be a homogeneous polynomial and V := V (f1, f2, . . . , fr) =
{(a0, a1, . . . , an�1) 2 PG(n, q)|fi(a0, a1, . . . , an�1) = 0 8 i = 1, 2, . . . , r}. The set V
is called the algebraic variety defined by f1, f2, . . . , fr and, since fi 2 Fq[x0, x1, . . . , xn�1] 8 i =
1, 2, . . . , r, we say that V is defined over Fq. We might also look for the solutions

77
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of fi(x0, x1, . . . , xn�1) = 0 over some extension of Fq or over Fq, in that case we
say that P is Fqt or Fq-rational and we will denote by VF the set of all F-rational
solutions of fi(x0, x1, . . . , xn�1) = 0, i = 1, 2, . . . , r, with F = Fqn or Fq.
Let J := hf1, f2, . . . , fri be the ideal of Fq[x0, x1, . . . , xn�1] generated by f1, f2, . . . , fr,
then V (f1, f2, . . . , fr) = V (J).
Let I(V) = {f 2 Fq[x0, x1, . . . , xn�1]|f(a0, a1, . . . , an�1) = 08 (a0, a1, . . . , an�1) 2

V}. The set I(V) is an ideal of Fq[x0, x1, . . . , xn�1]. For an ideal I of F[x0, x1, . . . , xn�1],
the set

p
I := {f 2 F[x0, x1, . . . , xn�1]|fm

2 I for some integer m � 1} is called
the radical of I and it is an ideal containing I . One important feature of the radical
ideals is their connection with the ideals of algebraic varieties. The connection,
however, is not shared whenever the field has positive characteristic.

Theorem 2.2 (Strong Nullstellenstatz, see, e.g., [6]). Let F be an algebraic closed field
and let J be an ideal of F[x0, x1, . . . , xn�1]. Then I(V (J)) =

p
J .

For finite fields, we have the following result.

Theorem 2.3. Let J be an ideal of Fq[x0, x1, . . . , xn�1]. Then I(V (J)) = J + hxq0 �
x0, x

q
1 � x1, . . . , x

q
n�1 � xn�1i.

An algebraic variety V of PG(n� 1, q) is said to be degenerate if the span of V is a
proper subset of PG(n� 1, q).
The Zariski topology of a variety V is the topology on V whose closed sets are
the subvarieties of V , i.e., the common zero loci of polynomials on V . Thus, a
basis for the open subsets is given by the sets Uf = {P 2 V|f(P ) 6= 0} for f a
homogeneous polynomial.
A common way to represent an algebraic variety is as the image of an embedding:

✏ : PG(n� 1,F) ! PG(N � 1,F)

for some N > n, that is called in these notes, the parametric representation of an
algebraic variety. Then, it is usually necessary to prove that PG(n � 1,F)✏ is the
common zero loci of polynomials over F.
We will briefly review a few remarkable examples.
The Normal Rational Curve
The rational normal curve C 2 PG(d,F) is defined to be the image of the map

vd : PG(1,F) �! PG(d,F)

given by

vd(x0, x1) 7! (xd0, x
d�1
0 x1, x

d�2
0 x22, . . . , x

d
1) = (z0, z1, z2, . . . , zd)
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The image C 2 PG(d,F) is readily seen to be the common zero locus of the poly-
nomials Fi,j = zizj � zi�1zj+1 for 1 < i < j < d � 1. Note that for d > 3 it may
also be expressed as the common zeros of a subset of these: the polynomials Fi,i,
i = 1, 2, . . . , d� 1 and F1,d�1, for example. We can easily list the set of points of C:

C = {(1, t, t2, . . . , td), t 2 F} [ {(0, 0, 0, . . . , 1)}.

The Veronese Variety
The construction of the rational normal curve can be further generalized: for any
n and d, we define the Veronese map of degree d

vd : PG(n� 1,F) �! PG(N � 1,F)

with N =
�n�1+d

d

�

by

vd : (x0, x1, . . . , xn�1) 7! (. . . , XI , . . .),

where XI ranges over all the possible monomials of degree d in x0, x1, . . . , xn�1.
It is not hard to see that the image of the Veronese map is an algebraic vari-
ety, often called the Veronese variety. Let H be a hyperplane of PG(N � 1,F),
then H \ PG(n � 1,F)vd = {(x0, x1, . . . , xn�1)

vd |
X

I2Ind

aIXI = 0}, where Ind =

{(↵0,↵1, . . . ,↵n�1) 2 Nn
0 |↵0+↵1+ · · ·+↵n�1 = d} and XI = x↵0

0 x↵1
1 · · ·x↵n�1

n�1 , i.e.,
H \PG(n�1,F)vd is the Veronese embedding of the points that are the zeros of a
polynomial of degree d. Viceversa, for every homogenous f 2 F[x0, x1, . . . , xn�1]

of degree d, V (f)vd consists of the set of points of a suitable hyperplane section
of PG(n� 1,F)vd .
The Segre Variety
The Veronese variety is, in turn, a subvariety of the Segre variety.

Let x(i)
:= (x(i)0 , x(i)1 , . . . , x(i)n�1) 2 Fn, where F is any field. Then the Segre variety

⌃nd := PG(n� 1,F)⌦ PG(n� 1,F)⌦ · · ·⌦ PG(n� 1,F)| {z }
d times

⇢ PG(nd
� 1,F)

is the image of the map

sd : PG(n� 1,F)⇥ PG(n� 1,F)⇥ · · ·⇥ PG(n� 1,F)| {z }
d times

! PG(nd
� 1,F)

such that
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sd : (x(0),x(1), . . . ,x(d�1)
) 7!

 
d�1Y

i=0

x(i)f(i)

!

f2F

where F is the set of the maps {f : {0, . . . , d � 1} ! {0, . . . , n � 1}}, that is
Qd�1

i=0 x(i)f(i) is monomial of degree d, product of d variables, each in a set {x(i)0 , x(i)1 , . . . , x(i)n�1},
i = 0, 1, . . . , d � 1. We stress out that, since (x(i)

) 2 PG(n � 1,F), (x(i)
) 6= 0

8 i = 0, 1, . . . , d� 1.
Hence, the Veronese maps vd is the restriction of sd on the vectors (x(0),x(1), . . . ,x(d�1)

)

with x(0)
= x(1)

= . . . = x(d�1).
For those familiar with tensor products, the variety ⌃nd can be seen as the collec-
tion of the pure tensors v1 ⌦ v2 ⌦ · · · ⌦ vd, with vi 2 Fn. So, the veronese variety
is the subvariety consisting of the pure tensors such that v1 = v2 = · · · = vd.
It is well known that ⌃nd is an algebraic variety and the Veronese variety is the
intersection of ⌃nd with a suitable linear space of rank N =

�n�1+d
d

�
.

Here an easy, explanatory example. The Segre variety ⌃22 is the image of the
map:

s2 : ((x0, y0), (x1, y1)) 2 PG(1,F)⇥PG(1,F) 7! (x0x1, x0y1, y0x1, y0y1) 2 PG(3,F)

hence ⌃22 is the hyperbolic quadrics of PG(3,F) of equation z0z3 = z1z2. If we
restrict s2 to the vectors (x0, y0, x1, y1) where (x1, y1) = (x0, y0), we get the set
C = {(x20, x0y0, y0x0, y

2
0), x0, y0 2 F}, that is a conic which is the intersection of

⌃22 with the plane of equation z1 = z = 2.
The Grassmannian
Let G(k, n) be the family of (k � 1)-dimensional subspaces of PG(n � 1,F), then
the Plüker embedding

gk,n : G(k, n) ! PG(M � 1,F)

with M =
�n
k

�
, is defined by

gk,n : hv1, v2 . . . , vki 7! v1 ^ v2 ^ · · · ^ vk 2 PG(M � 1,F)

where ^ is the wedge product and {v1, v2, . . . , vk} is linearly independent. An
elementary way to represent this embedding is the following. Let A be the k ⇥

n matrix over F whose rows are the vectors v1, v2, . . . , vk, then the Grassmann
coordinates vector of hv1, v2 . . . , vki is the vector consisting of all the minors of
order k of A. Then the Plüker embedding maps a k-dimensional vector space to
its Grassmann coordinates vector. The map is well defined, as if we pick another
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set of vectors {v01, v
0
2, . . . , v

0
k} such that hv01, v02, . . . , v0ki = hv1, v2, . . . , vki, then the

two corresponding coordinates vectors are proportional.
The Grassmann variety is intersection of quadrics too.
The (d,�)-Veronese variety
Let G = Gal(Fqt |Fq) be the Galois group of the Galois extension Fqt/Fq and � =

(�0, . . . ,�d�1) 2 Gd, d � 1, and define the map

⌫d,� : v 2 PG(n� 1, qt) �! v�0 ⌦ v�1 ⌦ · · ·⌦ v�d�1 2 PG(nd
� 1, qt)). (2.1)

Up to the action of the group P�L(n, qt), we may assume that �0 = 1.
We will call ⌫d,� the (d,�)-Veronese embedding and, as defined before, its image
Vd,� the (d,�)-Veronese variety of dimension n � 1. Then Vd,� is a variety of
PG(N � 1,F), N = nd, with as many points as PG(n� 1, qt).

Since any element �i 2 G is a map of the type �i : x 7! xq
hi with 0  hi < t and

0  i  d� 1, hereafter we will suppose that

� = (�0, . . . ,�0| {z }
d0 times

,�1, . . . ,�1| {z }
d1 times

, . . . ,�m, . . . ,�m| {z }
dm times

)

where 0 = h0 < h1 < . . . < hm < t and we will consider the vector d� =

(d0, d1, . . . , dm) where dj is the occurrence of �j in �, 0  j  m. Clearly d0+d1+
. . .+ dm = d. If � 2 Gd, the integer

|�| =
d�1X

i=0

qhi =

mX

i=0

diq
hi . (2.2)

will be called norm of �.
Since we consider the ring of polynomials Fqt [x0, x1, . . . , xn�1] actually as the
quotient Fqt [x0, x1, . . . , xn�1]/(x

qt

0 � x0, x
qt

1 � x1, . . . , x
qt

n�1 � xn�1), from now on
we assume |�| < qt, so that distinct polynomials will be distinct functions over
Fqt . By injectivity of map in (2.1), it is clear that (d,�)-Veronese variety Vd,� has
as many points as PG(n� 1, qt).

Example 2.4. Let � = 1, the identity of the product group Gd, the (d,�)-Veronese
variety Vd,� is the classical Veronese variety of degree d and Vd,� ⇢ PG(N �1, qt)

with N =
�n+d�1

d

�
.

Example 2.5. Let � be a generator of Gal(Fqt |Fq) and � = (1,�, . . . ,�t�1
), then we

get the algebraic variety introduced in [32, 26, 28] and we will refer to it as the
Segre-Lunardon-Pepe (SLP for short) -variety Vt,�. Hence,

Vt,� = {v ⌦ v� ⌦ · · ·⌦ v�
t�1

, v 2 Fn
qt \ {0}} 2 PG(nt

� 1, qt).
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In this case, in fact, Vt,� turns out to be a variety of a subgeometry PG(nt
�1, q) ⇢

PG(nt
� 1, qt) in the following way.

Let {e0, e1, . . . , en�1} be a basis for Fn, then it is well known that {ei0 ⌦ ei1 ⌦ · · ·⌦

eit�1 , ij 2 {0, 1, . . . , n� 1} is a basis for Fnt for any field F.
Let �j , j = 0, 1, . . . , t� 1, be collineations of P�L(n, qt) with the same companion
field automorphism and let f be a permutation of {0, 1, . . . , t� 1}. Then the map:

ei0 ⌦ ei1 ⌦ · · ·⌦ eit�1 7! e�0
if(0)

⌦ e�1
if(1)

⌦ · · ·⌦ e�t�1
if(t�1)

can be extended by linearity to a collineation of PG(nt
� 1, qt) and hence induce

the map:

�̂ : v0 ⌦ v1 ⌦ · · ·⌦ vt�1 7! v�0

f(0) ⌦ v�1

f(1) ⌦ · · · v�t�1

f(t�1)

on ⌃nt.
Therefore, there exits an Fq-linear collineation �̂ of PG(nt

� 1, q) acting on ⌃nt in
the following way:

v0 ⌦ v1 ⌦ · · ·⌦ vt�1 7! v�t�1 ⌦ v�0 ⌦ · · ·⌦ v�t�2.

The semi-linear collineation �̂ has order t, hence Fix(�̂) ' PG(nt
� 1, q) and

clearly Vt,� ⇢ Fix(�̂).

We have that, not only Vt,� is a variety of PG(nt
�1, q), but also it is the Grassmann

embedding of the elements of a Desarguesian (t� 1)–spread of PG(nt� 1, q) (see
[32, 26]).

By (2.1), a point of PG(n�1, qt) with homogeneous coordinates (x0, x1, . . . , xn�1)

is mapped by ⌫d,� into a point of coordinates

(...,
mY

j=0

X
�j

Ij
, ...)

where XIj is a monomial of degree dj in the variables x0, x1, . . . , xn�1. Hence,
the (d,�)-Veronese variety Vd,� is contained in a projective space of vector space
dimension

N = N0N1 · · ·Nm, Nj =

✓
n+ dj � 1

dj

◆
, j = 0, 1, . . . ,m. (2.3)

In the following, we just show under which hypothesis Vd,� is non-degenerate.
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Theorem 2.6. [12] Let � 2 Gd with d� = (d0, d1, . . . , dm), |�| < qt. The (d,�)-
Veronese variety Vd,� is not contained in any hyperplane of PG(N � 1, qt) with N =

N0N1 · · ·Nm and

Nj =

✓
n+ dj � 1

dj

◆
, j = 0, 1, . . . ,m.

We will briefly recall the definition of dimension and degree of an algebraic variety
as we will need them in the last Chapter, although they do not fit well for finite
fields.
When we say that the general (k�1)-subspace of PG(n�1,F) has the property P ,
we mean that the points of Gnk corresponding to the subspaces with the property
P form a Zariski open dense subset of Gnk.

Definition 2.7. The dimension of a projective variety V 2 PG(n � 1,F) is the
smallest integer k such that there exists a subspace of dimension n � k � 2 of
PG(n� 1,F) disjoint from VF.

Or, equivalently:

Definition 2.8. The dimension of a projective variety V 2 PG(n � 1,F) is that
integer k such that the general (n� k � 1)-subspace in PG(n� 1,F) intersects VF
in a finite set of points.

Definition 2.9. Let V be a projective variety of PG(n� 1,F) of dimension k, then
the degree of V is the number of points of intersection of VF with a general (n�k)-
subspace of PG(n� 1,F).

Example 2.10. A conic is a curve, that is an algebraic variety of dimension 1, of
degree 2, but there are ”plenty” of lines of PG(2, q) disjoint from a conic over a
finite field.

A topic of great interest and with many application is the estimation of the num-
ber of points of an algebraic variety over a finite field. We will not need that in
our notes, as the varieties we are considering are image of an injective map, so
we know exactly how many points they have. Nevertheless, it is worth mention
(and we will in fact use that in the last Chapter) that a variety of dimension k
over Fq as roughly qk points (see, e.g. [25]).
We conclude this Chapter with an overview of the independence property of the
points of the aforementioned varieties.
Let C be the normal rational curve of PG(d, q), i.e., up the action of PGL(d+1, q),

C = {(1, t, t,2 , . . . , td), t 2 Fq} [ {(0, 0, . . . , 1)}
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and if q � d, C is non-degenerate. One can easily see that any d + 1 points of C
are linearly independent, for example, by considering the matrix A whose rows
are the coordinates vectors of d + 1 distinct points of C \ {(0, 0, . . . , 1)}: A turns
out to be a Vandermonde matrix with distinct rows, hence det(A) 6= 0. Since
C ⇢ PG(d, q), any d+ 2 of C are linearly dependent, hence C is an (q + 1, d)-set of
PG(d, q).
That can be generalized to Veronese varieties. Also here we assume q � d. Let
{P0, P1, . . . , Pd} be d+1 distinct points of PG(n�1, q)vd , hence Pi = pvdi for some
pi 2 PG(n�1, q). Let a(i)0 x0+a(i)1 x1+· · ·+a(i)n�1 be a linear function vanishing in pi

and not in p0, j 6= i, for i = 1, 2, . . . , d (does that always exist?). Then
dY

i=1

(a(i)0 x0 +

a(i)1 x1 + · · ·+ a(i)n�1) is a polynomial of degree d vanishing in p1, p2, . . . , pd but not
in p0, hence it corresponds to a hyperplane section of PG(n � 1, q)vd containing
{P1, P2, . . . , Pd} but not P0. Therefore, by the generality of P0, we can say that
{P0, P1, . . . , Pd} is linearly independent. Since for a line ` of PG(n � 1, q), `vd is
a normal rational curve, we know that there exists d+ 2 points of PG(n� 1, q)vd

linearly dependent, hence PG(n�1, q)vd is an
⇣
qn�1
q�1 , d

⌘
-set of PG(

�n+d�1
d

�
�1, q).

In a complete analogue way, one can prove the same result for Vd,�.
Let {P0, P1, . . . , Pd} be d+1 distinct points of Vd,�, hence Pi = p

⌫d,�
i , i = 0, 1, . . . , d.

Let l(i)(x0, x1, . . . , xn�1) := a(i)0 x0+a(i)1 x1+ · · ·+a(i)n�1 be a linear function vanish-

ing in p�i
i and not in p�i

0 , i = 1, 2, . . . , d, then
dY

i=1

li(p
�i
i ) = 0 defines a hyperplane

of Vd,� containing {P1, P2, . . . , Pd} but not P0. Hence, any d+ 1 distinct points of
Vd,� are linearly independent.

2.1 Exercises

Exercise 2.11. Let S = {v(i)1 ⌦ v(i)2 ⌦ · · · ⌦ v(i)d , i = 0, 1, . . . , d} be a set of points of
⌃nd such that v(j1)i 6= v(j2)i for every j1 6= j2. Show that S is linearly independent.
Deduce from that the linear independence of the points of Vd,�.

Exercise 2.12. Let V be the image of the map " : PG(n � 1,F) ! PG(
�n
d

�
� 1,F)

such that

" : (x0, x1, . . . , xn�1) 7!

 
Y

i2I
xi

!

I⇢{0,1,...,n�1}||I|=d

.

under which hypothesis we can say that any d + 1 points of V are linearly inde-
pendent?



Chapter 3

An application to Coding Theory

A [⌫,]-linear code C is a subspace of the vector space F⌫
q of dimension . The

weight of a codeword is the number of its entries that are nonzero and the Ham-
ming distance between two codewords is the number of entries in which they
differ. The distance � of a linear code is the minimum distance between distinct
codewords and it is equals to the minimum weight. A linear code of length ⌫,
dimension , and minimum distance � is called a [⌫,, �]-code. A matrix H of
order (⌫ � )⇥ ⌫ such that

xHT
= 0 for all x 2 C

is called a parity check matrix for C. The minimum weight, and hence the mini-
mum distance, of C is at least w if and only if any w� 1 columns of H are linearly
independent [27, Theorem 10, p. 33]. Each linear [⌫,, �]-code C satisfies the fol-
lowing inequality

�  ⌫ � + 1,

called Singleton bound. If � = ⌫ �  + 1, C is called maximum distance separable
or MDS, while if � = ⌫ �  the code is called almost MDS. These can be related
to some subsets of points in the projective space. More precisely, C is a [⌫,, �]-
linear code if and only if the columns of its parity check matrix H can be seen as ⌫
points in PG(⌫��1, q) each ��1 of which are in general position, [11, Theorem
1]. Then, the existence of MDS or almost MDS linear codes is equivalent to the
existence of arcs or (n, r)-sets in projective spaces.
If H is the matrix whose columns are the coordinates vectors of the points of the
variety Vd,�, we get a code Cd,� and we may study the minimum distance of it
and characterize the codewords of minimum weight.

Definition 3.1. Let Vd,� be a (d,�)-Veronese variety and denote by Cd,� the code
whose parity check matrix H of order N ⇥ (

qnt�1
qt�1 ) has columns that are the coor-

dinate vectors of the points of the variety Vd,�.

85
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Let N be defined as in 2.3 and let |�| < qt, then, by Theorem 2.6, Cd,� is
h
qnt�1
qt�1 ,

qnt�1
qt�1 �N

i
-

code. Also, we have showed that any d + 1 points of Vd,�, hence Cd,� is anh
qnt�1
qt�1 ,

qnt�1
qt�1 �N, d+ 2

i
-code. As a matter of fact, to show that the minimum

distance is exactly d + 2 we need to show that there do exist d + 2 points of Vd,�

which are linearly dependent. In [12] we prove that, actually characterizing the
sets of d+ 2 points linearly dependent.

Theorem 3.2. [12] A set of d + 2 linearly dependent points of Vd,� is the �-Veronese
embedding of points on a subline ⇠= PG(1, q0), where Fq0 is the largest subfield of Fqt

fixed by �i in �.

So we are able to characterize the minimum weight codewords of Cd,�.

Definition 3.3. The support of a codeword w 2 Cd,� is the set of the points of the
variety Vd,� corresponding to the non-zero positions of w.

Theorem 3.4. A codeword w 2 Cd,� has minimum weight if and only if its support
consists of d+ 2 points contained in the image of a subline PG(1, q0), d < q0, where Fq0

is the largest subfield of Fqt fixed by �i for all �i in �.

As we have seen in Example 2.5, the SLP-variety turns out to be a variety of
a subgeometry of order q, even though the array � is defined on a finite field
of order qt, hence among all the possible choice of � and n, for q ’big enough’
Vt,� is the variety with the most ’dense’ set of points of a projective space with
the property that any d + 1 points are independent and therefore Cd,� is a more
efficient code.
On the other hand, it is worth investigating these codes for small q.

Let N be as in (2.3) with
mX

i=0

di = d. If n = 2, then

N =

mY

i=0

(di + 1)

and the minimum is reached for m = 1, d0 = d� 1, d1 = 1, so N = 2d.
If � is such that Fix(�) \ Fqt = Fp, where p is the characteristic of the field, since
we should have d � p, the smallest possible d = p and in this case

� = (1, 1, . . . , 1| {z }
p�1 times

,�) (3.1)

getting that Vd,� is a set of qt + 1 points in PG(2p � 1, qt) such that any p + 2 of
them are in general position. So the code Cd,� is a [qt + 1, qt � 2p+ 1]-linear code
with minimum distance at least p + 3 and the Singleton bound 2p + 1. Now, if
� : x 7! xp, then Vp,� is the normal rational curve of PG(2p� 1, qt); hence Cp,� is
an MDS code.
Furthermore for p 2 {2, 3}, the following cases can also occur
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- for p = 2, � : x 7! x2
h , 1 < h < et, V2,� is either the Segre arc or the normal

rational curve (for h = et� 1), hence C2,� is an MDS code.

- for p = 3, � : x 7! x3
h , 1 < h < et, V3,� is a (3

et
+ 1)-track of PG(5, 3et);

hence C3,� is a so called almost MDS code, [11], see next Theorem 3.6.

Clearly, as p gets larger, the minimum distance gets smaller than the Singleton
bound. Before showing the announced result, we recall the following theorem
due to Thas [34] and of which Kaneta and Maruta gives an elementary proof,

Theorem 3.5. [22, Theorem 1] In PG(r, q), r � 2 and q odd, every k-arc with

q �
p
q/4 + r � 1/4  k  q + 1

is contained in one and only one normal rational curve of the space. In particular, if
q > (4r � 5)

2, then every (q + 1)-arc is a normal rational curve.

Theorem 3.6. Let q = 3
e and � : x 2 Fqt 7! x3

h
2 Fqt , 1 < h < et, gcd(h, et) = 1

with et > 4. Then V3,� with � = (1, 1,�) is a (3
et
+ 1)-track of PG(5, 3et) and C3,� is

an almost MDS.

Proof. By the previous considerations, since the [qt + 1, qt � 5]-code Cd,� has dis-
tance at least 6, the result follows showing the existence of 6 columns of H lin-
early dependent or equivalently that there exists 6 points linearly dependent of
the set

V3,� = {(1, z, z2, z3
h
, z3

h+1, z3
h+2

) : z 2 Fqt} [ {(0, 0, 0, 0, 0, 1)}.

Suppose that any 6 points of V3,� with � = (1, 1,�) are linearly independent,
hence V3,� is an arc of PG(5, qt). By Theorem 3.5, V3,� must be projectively equiv-
alent to rational normal curve

{(1, y, y2, y3, y4, y5) : y 2 Fqt} [ {(0, 0, 0, 0, 0, 1)}.

Since the normal rational curve has a 3-transitive automorphisms group, we can
always assume that there is a collineation of PG(5, qt) fixing (0, 0, 0, 0, 0, 1) and
(1, 0, 0, 0, 0, 0). Moreover, w.l.o.g. we can assume that this collineation has the
identity as companion automorphism.
Hence there must be fi(y) 2 Fqt [y] of degree at most 5 and linearly independent
such that

(f0(y), f1(y), f2(y), f3(y), f4(y), f5(y)) = (1, z, z2, z3
h
, z3

h+1, z3
h+2

)

with fi(y) vanishing in 0 for i 2 {1, 2, 3, 4, 5} and f0(0) = 1 up to a nonzero scalar.
So, f0(y) = 1 for all y 2 Fqt and since deg f0(y)  5 < qt, then f0(y) = 1. Note
that deg fi(y) 6= 0 for i = 1, 2, 3, 4, 5 and

f2(y) = f1(y)
2

mod yq
t
� y,
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but 2 deg f1(y)  10 < qt, and hence f2(y) = f1(y)2 and deg f1(y)  2. Similarly,

f4(y) = f1(y)
3h

mod yq
t
� y,

but 3h deg f1(y)  3
h
· 2 < qt, so f4(y) = f1(y)3

h and 3
h
deg f1(y)  5, obtaining

3
h
 5, a contradiction.

Actually, the result above holds for qt = 27, 81 as well, this is verified by the
software MAGMA, obtaining an infinite family of almost MDS codes or, equiva-
lently, an infinite family of (3et + 1)-tracks of PG(5, 3et) with et > 2.



Chapter 4

An application to Extremal Graph
Theory

One of the most famous problem in Extremal Graph Theory is the Forbidden Sub-
graph Problem.
For a graph H , what is the maximal number ex(n,H) of edges in an n-vertex
graph that does not contain a copy of H?
The extremal number ex(n,H) is usually referred to the Turán number of the
graph H .
By the classical Erdős-Stone-Simonovits theorem [13, 15], we have

ex(n,H) =

✓
1�

1

�(H)� 1
+ o(1)

◆✓
n

2

◆
.

where �(H) is the chromatic number of H . Therefore, the order of ex(n,H) is
known, unless H is a bipartite graph. One of the major open problems in extremal
graph theory is determining the correct order of magnitude for ex(n,H). Here,
we will focus on the Turán number of complete bipartite graphs Ks,t.
Kővari, Sós and Turán [24] proved that, for s � t,

ex(n,Kt,s) 
1
2(s� 1)

1/tn2�1/t
+

1
2(t� 1)n. (4.1)

The best known general lower bounds, obtained by probabilistic constructions,
are

ex(n,Kt,s) = ⌦(n2�(s+t�2)/(st�1)
),

see Erdős and Spencer [14], and

ex(n,Kt,t) = ⌦((log n)1/(t
2�1)n2�(2/(t+1))

),

see Bohman and Keevash [8].

89
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The upper bound (4.1) is conjectured to give the right order of magnitude for
ex(n,Kt,s).
By the construction introduced by Kollár et al. [23] and later improved by Alon
et al. [1], if s � (t� 1)! + 1, then

ex(n,Kt,s) �
1
2(1 + o(1))dt(s� 1)

1/tn2�1/t,

where dt is some constant. Hence for s � (t � 1)! + 1 the bound (4.1) is indeed
sharp.
The graph introduced in [23] and [1] is usually referred to as the Norm Graph
N(q, t) and it is defined as follows. Let q be a prime power and let F⇤

q be Fq \ {0}.
The vertex set of N(q, t) is Fqt�1⇥F⇤

q and two vertices (a,↵), (b,�) 2 Fqt�1⇥F⇤
q are

adjacent if and only if Nt�1(a+ b) = ↵�, where Nt�1 : x 2 Fqt�1 7! x1+q+···qt�2
2

Fq is the usual norm function. In [23] and [1], it is shown that any system of t
equations Nt�1(x+ai) = y↵i, with (ai,↵i) 2 Fqt�1 ⇥F⇤

q , i = 1, 2, . . . , t has at most
(t � 1)! solutions (x, y) 2 Fqt�1 ⇥ F⇤

q . Therefore, any t vertices of N(q, t) have at
most (t� 1)! common neighbours.
Our aim is to highlight the beautiful geometric structure behind the Norm Graph.
Let T := {0, 1, . . . , t� 1}, then

N(a+ b) =
X

S✓T

Y

i2S, j /2S

aq
i
bq

j
.

Let Vt�1 := Vt�1,� be the SLP -variety consisting of the tensors:

{v ⌦ v� ⌦ · · ·⌦ v�
t�1

, hvi 2 PG(1, qt)},

hence Vt�1 ⇢ PG(2
t�1

� 1, q) and we have

(1, x)vt,� =

 
Y

i2S
xq

i

!

S✓T

,

(0, 1)vt,� = (0, 0, . . . , 0, 1).

Let us fix an ordering for the family of subsets of T P(T ), so that the i-th compo-
nent of (1, x)vt,� is

Y

j2S
xq

j
where S is the i-th element of P(T ) and such that the

(2
t�1

� i)-th element mod 2
t�1 is the complement of S.

Let V⇤
t�1 := Vt�1 \ (0, 1)vt,� and embed the PG(2

t�1
� 1, q) containing V

⇤
t�1 as the

hyperplane H of PG(2
t�1, q) of equation x2t�1 = 0.
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Let V = F2t�1

qt and � : V ⇥ V ! Fqt the bilinear form such that

�(x,y) =
2t�1�1X

i=0

xiy2t�1�i�1 + x2t�1y2t�1 .

Let V⇤
t�1P be the cone of PG(2

t�1, q) with base the V⇤
t�1 contained in H and vertex

the point P = (0, 0, . . . , 0, 1) 2 PG(2
t�1, q). Finally, let ? be the polarity induced

by �. We observe that P?
= H .

So now we can give this new description of the Norm Graph. The vertex set
is V

⇤
t�1P \ {V

⇤
t�1, P}, and two points P1, P2 are adjacent vertices if and only if

P2 2 P?
1 .

Let {P1, P2, . . . , Pt} be t distinct vertices, then the common neighbors of {P1, P2, . . . , Pt}

are the points of hP1, P2, . . . , Pti
?
\ (V

⇤
t�1P \ {V

⇤
t�1, P}). If P 2 hP1, P2, . . . , Pti,

then hP1, P2, . . . , Pti
?

⇢ H and since H does not contain vertices of the graph,
those t points do not have any common neighbors. If If P /2 hP1, P2, . . . , Pti, then
the t points are projected onto t distinct points of V⇤

t�1, hence onto t linearly inde-
pendent points. Therefore dimhP1, P2, . . . , Pti = t� 1 and dimhP1, P2, . . . , Pti

?
=

2
t�1

� t. Since P /2 hP1, P2, . . . , Pti
?, hP1, P2, . . . , Pti

? is projected on a subspace
of H of codimension t � 1. The variety Vt�1 is a subvariety of the Segre variety
⌃2,t�1. It is well known that ⌃2,t�1 has dimension t� 1 and degree (t� 1)!, hence
the general subspace of PG(2

t�1
� 1,Fq) of codimension t� 1 intersects ⌃2,t�1 in

at most (t � 1)! points. In [23], it is basically proved that hP1, P2, . . . , Pti
? is pro-

jected in a general subspace of H . Therefore, {P1, P2, . . . , Pt} have at most (t�1)!

common neighbors.
This geometric point of view has led to the following result.

Theorem 4.1. [5] For q > (t� 1)! the graph N(q, t) contains no
Kt+1,(t�1)!�1.

In particular, when t = 4, we get

ex(n,K5,5) �
1
2(1 + o(1))n7/4

which is an asymptotic improvement to the lower bounds of ex(n,K5,s), 5  s.
Also, in this case, the proof is very simple and it only uses the characterization of
t+ 1 linearly dependent points of Vt�1.
Let {P1, P2, . . . , P5} be 5 distinct points of V⇤

3P \{V
⇤
3 , P} ⇢ PG(8,Fq). Here we use

the fact that t+1 points of Vt�1 are either independent or they are in normal ratio-
nal curve of Vt�1, hence a 3-dimensional subspace intersects V3 in at most 4 points
or in a normal rational cubic. If P 2 hP1, P2, . . . , P5i, as before, the points do not
have any common neighbor. Let P /2 hP1, P2, . . . , P5i, so they are projected into 5
distinct points of V⇤

3 . Let dimhP1, P2, . . . , P5i = 4, then dimhP1, P2, . . . , P5i
?
= 3.

If hP1, P2, . . . , P5i
? is projected on a space intersecting V3 in a normal rational
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cubic, then we would get a K5,q+1, but N(q, 4) has no K4,7, clearly a contradic-
tion. Hence hP1, P2, . . . , P5i

? is projected on a space intersecting V3 in at most
4 points, so {P1, P2, . . . , P5} have at most 4 common points. Suppose now that
dimhP1, P2, . . . , P5i = 3, then hP1, P2, . . . , P5i is projected on a space intersecting
V3 in a normal rational cubic. Again, since N(q, 4) has no K4,7, hP1, P2, . . . , P5i

?

must contain at most 4 points.
We wish to conclude this Section with some comments. The approach here has
been the following: take an algebraic variety X of dimension t� 1, embed X as a
hyperplane section of a cone XP and a polarity ? such that P? is the hyperplane
containing X . Then consider the graph G whose vertices are the points of XP \

{X,P} and such that P1 and P2 are adjacent if and only if P2 2 P?
1 . An algebraic

variety defined over Fq of dimension t� 1 has ⇥(qt�1
) points (see [25]); therefore

G has n = ⇥(qt) vertices and degree ⇥(qt�1
). If any t points of X are linearly

independent and deg(X) = d, then G is a graph with roughly n2�1/t edges with
no copies of Kt,d+1. Hence, with deg(X) = d < (t � 1)!, we could prove that
the bound (4.1) is tight for bipartite graphs not included in the Alon, Rónyai
and Szabó result. In particular, if we find a set X of points of PG(2t � 3, q), not
necessarily an algebraic variety, such that |X| = ⇥(qt�1

) and such that any t
points of X are linearly independent, then the bound (4.1) would be proven to
be tight for any Kt,s, s � t, as dimhvi, i = 1, 2, . . . , ti = t � 1 and dimhvi, i =

1, 2, . . . , ti? = 2t� 2� t = t� 2 for any t vertices of G, and a (t� 2)-subspace can
contain at most t� 1 points of X . For t = 3, we can take X = V2 that turns out to
be an elliptic quadric of PG(3, q). An elliptic quadric is a quadric of PG(3, q) not
containing lines; therefore any line intersects the quadric in at most two points.
In other words, V2 is a set of q2 + 1 points of PG(3, q) such that any 3 points are
linearly independent. For t � 4, sets with the aforementioned properties are not
known at the moment.

4.1 An Open Problem

The Ramsey number R(s, t) is the smallest n such that every graph on n vertices
either has a clique of size s or an independent set of size t. We recall that a clique
of a graph is a set of pairwise adjacent vertices and an independent set is a set of
pairwise non-adjacent vertices.
The best known lower bound on R(2r + 2, 2r + 2) is

(1� o(1))

p
2

e
(2r + 2)2

r+1,

obtained using the probabilistic method, and there is no known explicit construc-
tion that has exponential size.
Let � be an alternating bilinear form of F2r

2 , and let Gr be the polarity graph
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associated to it, that is, two non-zero vectors x and y of F2r
2 are adjacent if and

only if �(x,y) = 0.

Lemma 4.2. An independent set of Gr has size at most 2r + 1.

Proof. Let S = {v1, v2, . . . , vt} be a independent set of size t = 2r+2. Since t > 2r,

the set is linearly dependent, there exist �i 2 F2 not all zero such that
tX

i=1

�ivi = 0.

Hence, for each j 2 {1, 2, . . . , t},

0 = �

 
tX

i=1

�ivi, vj

!
=

X

i 6=j

�i.

Let I and J be the identity and the all-one matrix of order t respectively. Hence,
there exists a non-zero vector (�1, . . . ,�t) in the null space of the matrix J � I .
But the eigenvalues of J � I are t� 1 and �1, both of which are non-zero in F2, a
contradiction.

Hence Gr could be a good candidate to get a deterministic lower bound for
R(2r + 2, 2r + 2). We need to answer the following question:

What is the largest number of points in a symplectic polar space of rank r over F2,
with the property that every generator meets this set of points in at most 2r + 1

points?

In other words, what is the best construction for a partial (2r + 1)-ovoid? By
counting, we see that such a set has cardinality at most (2r + 1)(2

r
+ 1).

We stress out that any construction of size cr, for some constant c, meeting each
generator in at most ar points, for some fixed constant a, would be a huge break-
through.
An approach could be the following: trying to construct an algebraic variety V

of PG(2r � 1, 2) of dimension r such that the generators of a fixed symplectic
polarity are in general position with respect to it, that is each generator meets V

in at most d points, with d being the degree of V . The problem here is that what
happens over F2 does not say much about the behaviour of a variety over F2, that
is, we need to define V over F2, but, as we have already mentioned, the notions
of dimension and degree need to be studied on VF2

.

Acknowledgment I wish to thank Anurag Bishnoi for introducing me to this
beautiful problem.
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[14] P. Erdős and J. Spencer. Probabilistic methods in combinatorics. Probability and Mathe-
matical Statistics, Vol. 17. Academic Press [Harcourt Brace Jovanovich, Publishers],
New York-London, 1974.
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Chapter 1

Motivating Examples

1.1 Affine and Projective Planes

Consider the standard two-dimensional Euclidean plane, where points are regarded
to be vectors in R2

= V(2,R) and lines are straight lines. We can regard the
straight lines equivalently as solutions sets of linear equations

{(x, y) : x, y 2 R, ax+ by + c = 0},

or in parametric form as either

{(x0, y0) + �(x1, y1) : � 2 R} = u+ hviFq

or
{(x,mx+ c) : x 2 R}; {(0, x) : x 2 R}.

We all know that two different straight lines either meet in one point or don’t
meet at all, and they don’t meet if and only if they have the same slope m. We call
the lines that don’t meet parallel. How do we prove this?
Consider {(x,mx + c) : x 2 R} \ {(x,m0x + c0) : x 2 R}. Then we must have
mx + c = m0x + c0, and rearranging we get (m � m0

)x = (c � c0), which has a
unique solution if m�m0

6= 0, and no solution if m�m0
= 0, c� c0 6= 0.

This set of points and lines gives an affine plane, denoted by AG(2,R); indeed, it is
the motivating example to study more general objects with the same properties.
Adding points at infinity indexed by the slopes, we can extend this to a projective
plane, denoted by PG(2,R).

Definition 1.1. An affine plane is a point-line incidence geometry satisfying the
following axioms:

• Any two distinct points lie on a unique line.

101
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• Given any line and any point not on that line there is a unique line which
contains the point and does not meet the given line.

• There exist four points such that no three are collinear.

Definition 1.2. A projective plane is a point-line incidence geometry satisfying the
following axioms:

• Any two distinct points lie on a unique line.

• Any two distinct lines meet in a unique point.

• There exist four points such that no three are collinear.

Clearly the field R is not special here; all we needed was the fact that R is a field.
Hence for any field F we can define affine and projective planes AG(2,F) and
PG(2,F) respectively. When F = Fq is a finite field, we denote the planes by
AG(2, q) and PG(2, q).
However, you may have noticed that we did not in fact use all of the axioms of a
field in order to determine the sizes of the intersection of two lines. Which ones
did we not need?

1.2 Spreads

When studying finite geometry, you may have come across the concept of a
spread; a partition of the points of a projective space into pairwise disjoint pro-
jective subspaces of a fixed dimension, or equivalently a partition of the nonzero
vectors of a vector space into vector subspaces of a fixed dimension.
What are the nicest spreads?

1.3 Rank-Metric Codes

A linear code is a subspace of a vector space endowed with some metric. The first
metric one usually encounters is the Hamming metric, where the distance between
two vectors is defined as the number of positions in which they differ. Such codes
have been studied and used in applications for many years.
More recently, a different framework has emerged as an interesting and useful
alternative, namely rank-metric codes. Here codes are subspaces of matrices, and
the distance between two matrices is defined as the rank of their difference.
Can we construct or classify classes of rank-metric codes with certain proper-
ties
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1.4 Tensors

Tensors can be thought of as higher-dimensional analogues of linear maps and
matrices; for example, a 3-tensor can be represented by a 3-dimensional array of
elements from a field.
A square matrix is nonsingular if no nontrivial linear combination of its columns
is zero, i.e. its columns are linearly independent. A cubical array is nonsingular
if no nontrivial linear combination of its slices is a singular matrix.
Can we count and/or characterise the nonsingular 3-tensors?

1.5 The Answer is Always Semifields

Always.
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Chapter 2

Semifields

Finite fields underpin a large portion of discrete mathematics and incidence ge-
ometry. They can be used to construct classical examples of objects such as
affine/projective planes/spaces. However, many applications of finite fields do not
require all the axioms of a field. In their place, algebraic structures known as semi-
fields can be used. These objects are interesting for a variety of reasons, from their
own algebraic structure, to connections with projective planes, spreads, rank-
metric codes, tensors, and many other areas of finite geometry. Indeed, they pop
up unexpectedly in surprising places, so if you are familiar with them they can
often be a source of examples, results, and techniques for whatever geometric
object you are studying.

2.1 Beginnings

Let us start at the beginning; although we assume that the reader is familiar with
finite fields already, it will be useful to recap the basics for the purposes of com-
paring and contrasting once we move on to semifields.

Definition 2.1. A field is a set F with two binary operations, addition and multi-
plication, with two distinct elements 0 and 1, satisfying the following identities
for all a, b, c 2 F:
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Addition Commutative a+ b = b+ a
Associative (a+ b) + c = a+ (b+ c)

Identity 0 + a = a+ 0 = a
Inverses 9!x such that a+ x = b

Multiplication Commutative ab = ba
Associative (ab)c = a(bc)

Identity 1a = a1 = a
Inverses 9!x such that ax = b (a 6= 0)

Distributive a(b+ c) = ab+ ac
(a+ b)c = ac+ bc

Finite fields are sometimes referred to as Galois fields, since the study of finite field
theory in its modern sense originates in many ways from the work of Galois in
the 1830s (although fields of prime order were implicitly studied much earlier,
in particular by Gauss). Galois showed that there exists a field of each prime
power order, and also proved many results about the structure of the examples
he constructed.

Theorem 2.2 (Galois 1830). Let q be a power of a prime p with p = qh. Then there exists
an irreducible polynomial f(x) of degree h in Fp[x]. Moreover, the quotient Fp[x]/(f(x))
is a finite field containing q elements.

The full classification of finite fields was established by Moore.

Theorem 2.3 (Moore (1893)). Every finite field has prime power order, and there is a
unique field (up to isomorphism) of each prime power order.

We will usually work with a field of order q (which may or may not be prime),
and a field containing it of order qn, which we denote as usual by Fq and Fqn

respectively.

Proposition 2.4. Consider a field Fqn containing Fq.

• (Fqn ,+) has the structure of a vector space over Fq.

• Every element x of Fqn satisfies the equation xq
n
� x = 0.

• The multiplicative group (F⇥
qn , ·) is cyclic.

• The group of field automorphisms of Fqn fixing each element of Fq is cyclic of order
n, and is generated by the Frobenius automorphism x 7! xq.

• The trace map x 7! tr(x) := x+ xq + · · ·+ xq
n�1 is a qn�1-to-one map from Fqn

to Fq. It is a surjective group homomorphism from the additive group of Fqn to the
additive group of Fq.
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• The norm map x 7! N(x) := x1+q+···+qn�1 is a qn�1
q�1 -to-one map from F⇥

qn to F⇥
q .

It is a surjective group homomorphism from the multiplicative group of Fqn to the
multiplicative group of Fq.

• There exists a normal basis, i.e. there exists an element ↵ 2 Fqn such that {↵,↵q, . . . ,↵qn�1
}

is an Fq-basis for Fqn .

Famously, Hamilton demonstrated the existence of a non-commutative analogue
of a field, by defining a multiplication on a four-dimensional real vector space.
The resulting algebra is known as the quaternions.

Definition 2.5. An (associative) division algebra (or skew field) is a set F with two
binary operations, addition and multiplication, with two distinct elements 0 and
1, satisfying the following identities for all a, b, c 2 F:

Addition Commutative a+ b = b+ a
Associative (a+ b) + c = a+ (b+ c)

Identity 0 + a = a+ 0 = a
Inverses 9!x such that a+ x = b

Multiplication Commutative ab = ba
Associative (ab)c = a(bc)

Identity 1a = a1 = a
Inverses 9!x such that ax = b (a 6= 0)

9!y such that ya = b (a 6= 0)

Distributive a(b+ c) = ab+ ac
(a+ b)c = ac+ bc

The additive structure forms a vector space over some field.
For finite algebras, a famous result often referred to as Wedderburn’s Little Theo-
rem, shows that we do not obtain any new structures. Note however that Wed-
derburn’s work contained errors that were later fixed by Dickson.

Theorem 2.6 (Wedderburn-Dickson Theorem). Every finite associative division al-
gebra is a finite field.
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Definition 2.7. A semifield is a set S with two binary operations, addition and
multiplication, with two distinct elements 0 and 1, satisfying the following iden-
tities for all a, b, c 2 S:

Addition Commutative a+ b = b+ a
Associative (a+ b) + c = a+ (b+ c)

Identity 0 + a = a+ 0 = a
Inverses 9!x such that a+ x = b

Multiplication Commutative ab = ba
Associative (ab)c = a(bc)

Identity 1a = a1 = a
Inverses 9!x such that ax = b (a 6= 0)

9!y such that ya = b (a 6= 0)

Distributive a(b+ c) = ab+ ac
(a+ b)c = ac+ bc

Exercise 2.8. Show that in a finite semifield, the non-existence of non-trivial zero
divisors implies that linear equations have a unique solution; that is, for any
a, b 2 S with a 6= 0, there exists a unique x such that ax = b, and a unique y such
that ya = b.

Exercise 2.9. Show that (S,+) can be viewed as a vector space over some field
(that is, an elementary abelian p-group for some prime p).

We could also relax our axioms in different ways. The following are algebraic
structures where

• addition forms a vector space;

• multiplication is right-distributive over addition;

• left- and right-multiplication by every nonzero element defines a permuta-
tion.

Comm. Assoc. Left-distr.
Field X X X

Division ring X X
Semifield X
Nearfield X
Quasifield

Note that we can have a semifield which is commutative but not associative.
We may sometimes have reason to not assume a multiplicative identity; in this
case the structure is called a presemifield. However we will see later that every
presemifield is equivalent (isotopic) to a semifield.
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Definition 2.10. A presemifield is a set S with two binary operations, addition and
multiplication, with a distinct element 0, satisfying the following identities for all
a, b, c 2 S:

Addition Commutative a+ b = b+ a
Associative (a+ b) + c = a+ (b+ c)

Identity 0 + a = a+ 0 = a
Inverses 9!x such that a+ x = b

Multiplication Commutative ab = ba
Associative (ab)c = a(bc)

Identity 1a = a1 = a
Inverses 9!x such that ax = b (a 6= 0)

9!y such that ya = b (a 6= 0)

Distributive a(b+ c) = ab+ ac
(a+ b)c = ac+ bc

2.1.1 First Examples

The first non-trivial example of a finite semifield was constructed by Dickson
in 1905 [12], thus establishing that the Wedderburn-Dickson theorem does not
extend to semifields. By non-trivial we mean not equivalent to a field; we will
define precisely what we mean later.
Many of the known examples of semifields are constructed by starting with a
finite field and modifying the multiplication in some way.
Exercise 2.11. Let q = ph be a power of an odd prime p with h > 1. Show that
there exists an element k 2 Fq such that x2 � k is irreducible in Fq[x]. Show that
the multiplication in the finite field Fq[x]/(x2 � k) can be written as

(a+ bx)(c+ dx) = (ac+ kbd) + (ad+ bc)x.

Exercise 2.12. Show that the following multiplications possess non-trivial zero
divisors.

(a+ bx) ?1 (c+ dx) = (ac+ kbpd) + (ad+ bc)x;

(a+ bx) ?2 (c+ dx) = (ac+ k(bd)p) + (ad+ bc)x

This is one of the semifields constructed by Dickson. We will postpone the proof
that this is not equivalent to a field.
Exercise 2.13. Let S = (Fq2 ,+, ?), where (Fq2 ,+) is the usual additive group of
Fq2 , and ? is defined by

x ? y =

⇢
xy if y is a square

xqy otherwise

Show that this defines the multiplication of a quasifield, but not a semifield.
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Exercise 2.14. Let S = (Fqn ,+, ?), where (Fqn ,+) is the usual additive group of
Fqn , and ? is defined by

x ? y = xy � ⌘xq
i
yq

j
,

where ⌘ is a fixed element of Fqn . Determine conditions on ⌘ which ensure that
? has no non-trivial zero divisors. Does this multiplication have an identity ele-
ment?
These (pre)semifields are known as Generalised Twisted Fields, and are due to Al-
bert (1961) [1].

2.2 Structure and Equivalence

2.2.1 Isotopy

It is natural to ask which operations preserve the property of being a semifield.
For groups, rings, fields, we usually consider isomorphisms; this is necessary
in order to preserve associativity. However when dealing with nonassociative
structures, we can define a more general notion of equivalence.
Since all finite-dimensional vector spaces over a finite field are equivalent (via an
invertible additive map), we will assume that all semifields of a fixed order have
the same additive structure, with different multiplications.

Definition 2.15. Two presemifields (S1,+, ?) and (S2,+, �) are isotopic if there
exist invertible additive maps A1, A2, A3 such that

(x ? y)A1 = xA2 � yA3

for all x, y 2 S1. The set of presemifields isotopic to S1 is called the isotopy class of
S1, and denoted by [S1].

Exercise 2.16. Convince yourself that isotopy defines an equivalence relation on
presemifields.

Exercise 2.17. Let S be a presemifield, and u an arbitrary nonzero element of S.
Show that the multiplication � defined by x?y = (x?u)�(u?y) is a semifield with
multiplicative identity u ? u. Verify that these two multiplications are isotopic.

Exercise 2.18. Show that the two presemifields defined in Exercise 2.12 are iso-
topic.

Exercise 2.19. Calculate the multiplication of a semifield isotopic to the presemi-
field defined in Exercise 2.14.

Exercise 2.20. Calculate the multiplication of a semifield isotopic to the presemi-
field defined in Exercise 2.12.
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2.2.2 Centre and Nuclei

Definition 2.21. Let S be a semifield. The left, middle and right nucleus are defined
respectively as

N` = {a 2 S | (ab)c = a(bc) 8b, c 2 S}
Nm = {b 2 S | (ab)c = a(bc) 8a, c 2 S}
Nr = {c 2 S | (ab)c = a(bc) 8a, b 2 S}

The nucleus is defined as the intersection of these three sets.

Note that we define these for semifields, not presemifields. We need to be a bit
careful when extending this definition to presemifields.

Definition 2.22. The centre Z(S) is defined as the set of elements in the nucleus
which commute with all elements of S.

The centre is the largest field over which S is a division algebra. Note that in an
associative ring the centre is usually the set of elements which commute with all
others; in the nonassociative setting we refer to this as the commutative centre.
Exercise 2.23. Show that the nuclei are all division rings, and centre is a field.
Exercise 2.24. Suppose that S1 and S2 are isotopic semifields. Calculate the nuclei
of one in terms of the nuclei of the other. Hence show that the orders of the nuclei
are isotopy invariants.
Exercise 2.25. Show that S is a left vector space over its left nucleus.

2.2.3 Autotopism Group

Just as an associative structure has an automorphism group, a semifield has an
autotopism group.

Definition 2.26. An autotopism of a semifield (S,+, ?) is a triple A1, A2, A3 of in-
vertible additive maps such that

(x ? y)A1 = xA2 ? yA3

for all x, y 2 S. The set of autotopisms together with the operation (A1, A2, A3)(B1, B2, B0
3) =

(A1B1, A2B2, A3B3) is called the autotopism group of S, and is denoted by Autt(S).

We use the double “t” to distinguish from the usual automorphism group, which
does make sense and is sometimes studied for semifields.
Exercise 2.27. Consider the generalised twisted fields introduced in Exercise 2.14.
Suppose (A1, A2, A3) is an autotopism, and suppose that A1, A2, A3 2 �L(1, qn);
that is, A1(x) = ↵xq

a
, A2(x) = �xq

b
, A3(x) = �xq

c for some ↵,�, � 2 F⇥
qn and

some integers a, b, c. Determine conditions under which (A1, A2, A3) is an auto-
topism, and count the number of autotopisms you obtain.
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Exercise 2.28. Suppose S is a semifield, and a 2 N`(S). Let La denote the map
x 7! a?x. Show that (La, La, I) is an autotopism of S. Can you relate the elements
of the other nuclei to elements of the autotopism group?

Remark 2.29. While studying semifields up to autotopism is the more common
for those working in finite geometry, it is also interesting to study automorphism
classes. Clearly isotopy classes are unions of isomorphism classes. It turns out
that the number of isomorphism classes in an isotopy class is equal to the number
of orbits of points in the corresponding projective plane under the collineation
group of the plane. Liebler and Kallaher [28] (1979) conjectured that this num-
ber is at least five for any non-desarguesian plane (and proved it under certain
assumptions). The general case was proved by Ganley and Jha. [20] (1986).

Remark 2.30. Not much is known about the possible structure of the autotopism
group of a semifield. It has been conjectured that the autotopism group is solv-
able; however, there is not much evidence to support this conjecture, beyond the
lack of examples. Recently it was shown in [32] that the simple (and hence not
solvable) group A5 cannot appear as a subgroup of the autotopism group. There
remains much to be explored in this direction.

2.3 Spread Sets

As we have somewhat hinted at through the exercises, the multiplication in a
semifield can be used to define additive maps in two ways.

Definition 2.31. Let S be a presemifield with multiplication ?. Then the maps

Lx : y 7! x ? y

Ry : x 7! x ? y

are known as the maps of left- and right-multiplication respectively.

Exercise 2.32. Verify that Lx and Ry define invertible additive maps on S when-
ever x, y 6= 0. If we replace S by a quasifield, are these maps still additive?

We have a choice to make here: do we work with left- or right-multiplication?
It does not make much difference in the grand scheme of things, but we have to
pick one and stick to it. After tossing a coin, we will stick to right-multiplication
for the majority of these notes.

Definition 2.33. The spread set of a presemifield (or prequasifield) S is denoted by
C(S) and defined as

{Ry : y 2 S}.

Exercise 2.34. Show that C(S) is additively closed if S is a presemifield. Show that
moreover it is a vector space over the centre Z(S).
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Exercise 2.35. A nearfield is a quasifield in which multiplication is associative.
Show that the spread set of of a nearfield is closed under multiplication (and
so the nonzero elements form a subgroup).

Conversely, given a set of endomorphisms with the appropriate properties, we
can define a prequasifield.

Lemma 2.36. Let C be a subset of additive maps from a finite vector space V to itself
such that the difference of any two distinct elements of C is invertible, and such that
|C| = |V |. Let � be any bijection from V to C. Then the multiplication ?� defined by

x ?� y := �(y)(x)

defines a prequasifield multiplication on V . If C is additively closed, and � is additive,
then ?� defines a presemifield.

Exercise 2.37. Show that a spread set containing the identity map defines a unique
semifield.

Exercise 2.38. Suppose (A1, A2, A3) is an isotopism from S1 = (V, ?) to S2 = (V, �).
Show that

A1R
?
yA3 = R�

A2(y)
,

and hence A1C(S1)A3 = C(S2).

Definition 2.39. A rank metric code is a subset C of HomF (U, V ) endowed with
the distance function

d(X,Y ) = rank(X � Y ),

where rank denotes the usual linear algebraic rank of a linear map. If C is addi-
tively closed (resp. linear) then the code is said to be additive (resp. linear).

It is natural to study codes up to isometries; that is, maps on the ambient space
which preserve the distance. So we need to know which maps � satisfy rank(�(X)�

�(Y )) = rank(X � Y ) for all X,Y 2 HomF (U, V ).

Definition 2.40. Two additive rank metric codes C1, C2 are said to be linearly
equivalent if there exist invertible maps A1 2 HomF (U,U), A2 2 HomF (V, V ) such
that A1C1A2 = C2.

Example 2.41. The following are the spread sets of the three isotopy classes of
finite semifields of order 16.
A basis for C(F24) over F2 is

2

64

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

3

75 ,

2

64

0 1 0 0

0 0 1 0

0 0 0 1

1 1 0 0

3

75 ,

2

64

0 0 1 0

0 0 0 1

1 1 0 0

0 1 1 0

3

75 ,

2

64

0 0 0 1

1 1 0 0

0 1 1 0

0 0 1 1

3

75
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= {1,M,M2,M3
},

where M is the companion matrix of an irreducible polynomial x4 + x + 1 of
degree four in F2[x].
A basis for C(S1) over F2 is

2

664

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

3

775 ,

2

664

0 1 0 0

1 1 0 0

1 1 1 1

1 0 1 0

3

775 ,

2

664

0 0 1 0

0 0 0 1

1 0 1 1

0 1 1 0

3

775 ,

2

664

0 0 0 1

0 0 1 1

1 1 1 0

1 0 0 1

3

775

A basis for C(S2) over F2 is
2

664

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

3

775 ,

2

664

0 1 0 0

0 0 1 0

0 0 0 1

1 0 1 0

3

775 ,

2

664

0 0 1 0

0 1 0 1

1 0 1 1

0 1 0 0

3

775 ,

2

664

0 0 0 1

1 0 0 1

0 1 0 1

0 0 1 1

3

775

2.3.1 Nuclei, Idealisers, and Centralisers

Note how in the basis for C(S1) in the previous section, each matrix can be
formed from a block matrix composed of 2⇥ 2 blocks.

2

664

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

3

775 ,

2

664

0 1 0 0

1 1 0 0

1 1 1 1

1 0 1 0

3

775 ,

2

664

0 0 1 0

0 0 0 1

1 0 1 1

0 1 1 0

3

775 ,

2

664

0 0 0 1

0 0 1 1

1 1 1 0

1 0 0 1

3

775

Moreover, the only blocks which appear are from the set
⇢

0 0

0 0

�
,


1 0

0 1

�
,


0 1

1 1

�
,


1 0

1 1

��
.

In fact, this set is C(F4), and so we could think of C(S1) as a F2-subspace of
M2(F4), with F2-basis


1 0

0 1

�
,


↵ 0

↵2 ↵2

�
,


0 1

1 ↵2

�
,


0 ↵
↵2

1

�
.

We will see now that this occurs because the left nucleus is isomorphic to F4.
However not every spread set for a semifield isotopic to S1 will be in such an
easily recognised form. Given a spread set, how do we determine its nuclei?
When can we embed it in a space of smaller matrices over a larger field?

Exercise 2.42. Show that if c 2 Nr(S), then Rb�c = RcRb. Hence show that
RcC(S) = C(S).
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Here by RcRb we mean the linear map a 7! Rc(Rb(a)). Note that all of this
depends on conventions; not only whether we choose maps of left- or right-
multiplication, but also whether we regard linear maps as acting on rows or
columns. There is little consensus in the literature; the safest thing to do is to
calculate it again each time!

Definition 2.43. The left idealiser, right idealiser, and centraliser of a subspace C of
linear maps (or matrices) are defined respectively as

I`(C) := {X : XC ⇢ C} = {X : XY 2 C 8Y 2 C}

Ir(C) := {X : CX ⇢ C} = {X : Y X 2 C 8Y 2 C}

Cent(C) := {X : XY = Y X 8Y 2 C}

It is straighforward to verify that each of these are subrings of the endomorphism
ring.

Exercise 2.44. Calculate the idealisers of C(S1).

From Exercise 2.42, we obtain an injection from Nr(S) into I`(C(S)). In fact we
can show that this is a bijection. Similarly we can find bijections from the other
nuclei into these sets defined purely in terms of the spread sets.

Lemma 2.45. Let S be a semifield, and C = C(S) its spread set. Then

Nr(S) ' I`(C);

Nm(S) ' Ir(C);

N`(S) ' Cent(C).

Note that for the left nucleus, the bijection is from a to La, rather than Ra. Both the
idealisers are subspaces of the spread set, whereas the centraliser is not necesarily
so.
Note also that for presemifields, we need to be more careful. A full description
of the nuclei in terms of spread sets can be found in [39].
The idealisers and centralisers are relatively quick to calculate computationally;
indeed they can be solved via systems of linear equations. They can be trickier
to calculate theoretically from a given construction, but they are not too bad.
Certainly they are easier to compute than abstract isotopy testing; so, if you find
a construction for semifields, the first thing to do is to calculate the nuclei to
narrow down the list of known semifields to which it might be isotopic.
Suppose now that we have a semifield S of order qn = qms, with left nucleus
isomorphic to Fqs (or containing a field isomorphic to Fqs). Then we have a sub-
space of Mn(Fq) isomorphic to Fqs which commutes with every element of C(S).
Conversely, this means that C(S) is contained in the centraliser of a copy of Fqs
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in Mn(Fq). It can be shown that this centraliser is in fact a subring of Mn(Fq)

isomorphic to Mm(Fqs). Thus we can represent the spread set as an Fq-subspace
of Mm(Fqs).
The following theorem allows us to determine equivalences between semifields
with known nuclei.

Theorem 2.46. Suppose S, S0 are two semifields m-dimensional over its left nucleus,
with left nucleus isomoprhic to Fqs . Then S and S0 are isotopic if and only if there exist
X,Y 2 GL(m, qs) and ⇢ 2 Aut(Fqs : Fq) such that

C(S0) = XC(S)⇢Y.

The history of this theorem is a little difficult to trace. In [34] it is attributed to
Maduram. A more recent and direct proof can be found in [16].

2.3.2 Commutative Semifields and PN Functions

Many of the results on semifields in recent years have been due to the connection
between commutative semifields and perfect nonlinear (PN) functions. Although we
will not focus on this topic in these lectures, we briefly mention it in order to
highlight this motivation.

Definition 2.47. A function f : Fqn ! Fqn is pperfect nonlinear (PN) (or planar) if
for every nonzero a 2 Fqn , the map

x 7! f(x+ a)� f(x)

is bijective.

Exercise 2.48. Suppose S is a commutative semifield of odd order. Show that the
function f(x) := x � x defines a PN function.

Although commutative semifields are more difficult to find, in fact some of the
largest families of semifields found to date are commutative semifields, some-
what counterintuitively.

2.4 Knuth Orbit

Donald Knuth is a computer scientist and mathematician known for many im-
portant contributions; amongst them is the creation of the TEX typesetting sys-
tem, which we all now use to write our mathematical documents, and writing
the famous book The Art of Computer Programming.
However, he started his career as a finite geometer; his PhD thesis Finite Semifields
and Projective Planes in 1963 (and the accompanying paper [31]) was in many ways
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responsible for the resurgence in the study of semifields at the time. He provided
constructions, and performed a full computer classification of semifields of order
16. He also provided a new way to find new semifields from old. He originally
did this using hypercubes; we will see later that this can perhaps more naturally
be understood using the language of tensors. For now though we will proceed as
Knuth did.

Let {e1, . . . , en} be an Fq-basis for S. Then there exist unique elements Tijk of Fq

such that

ei � ej =
nX

k=1

Tijkek.

Definition 2.49. The three-dimensional array T (S) with (i, j, k)-entry Tijk is re-
ferred to as a hypercube representing S.

Note that the matrix of multiplication Lei has (j, k)-entry Tijk. Hence we can
think of T as “stacking” the elements of a basis of C(S);

[(T1jk)j,k, . . . , (Tnjk)j,k]

Theorem 2.50. Let ⌧ 2 S3. Then the hypercube T ⌧ defined as (T ⌧
)ijk = T⌧(ijk) is a

hypercube representing a semifield if and only if T is a hypercube representing a semifield.

Thus from one isotopy class [S] of semifields, we can obtain up to six isotopy
classes in this way.

Definition 2.51. The Knuth orbit of a semifield S is the set of isotopy classes

K(S) := {[S]⌧ : ⌧ 2 S3}.

Exercise 2.52. Show that the isotopy class [S](12) contains the opposite semifield to
S; that is, the algebra with multiplication x ? y := y � x.

Note that the translation plane defined by the opposite semifield is isomorphic
to the dual of the translation plane of the original semifield.

Exercise 2.53. Show that the spread set of a representative in the isotopy class
[S](23) is equal to the transpose of the spread set of S.
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For these reasons we usually refer to [S](12) as the dual semifield, and [S](23) as the
transpose semifield.
The Knuth orbit does not have to have six distinct isotopy classes; for example
if the semifield is commutative, then there will be at most three distinct isotopy
classes in the Knuth orbit. The Knuth orbit of a field contains only one isotopy
class.

2.5 Spreads and Translation Planes

Definition 2.54. Let S be a set of subspaces of V = V (n.F). The translation
structure T (S) is the incidence geometry whose points are the vectors of V (n,F),
and whose blocks are translations of the elements of S ; that is B = {u + U : u 2

V, U 2 S}. The sets {u+ U : u 2 V } are called the parallel classes of T (S).

Exercise 2.55. Determine the possible sizes of the intersection of two blocks.

2.5.1 Spreads

Definition 2.56. A k-spread of a vector space V (n,F) is a set S of subspaces of
dimension k such that every nonzero vector is in precisely one element of S .

Exercise 2.57. Show that T (S) is an affine plane if and only if S is a spread.

Exercise 2.58. Show that a k-spread exists in V (n, q) only if k divides n.

For the converse, suppose we have a tower of field extensions F ⇢ K ⇢ L. with
[K : F] = k, [L : F] = n (which implies that k divides n). Then it is straightforward
to verify that the following is a k-spread of L, viewed as an n-dimensional vector
space over F.

D = {{ax : a 2 K} : x 2 L⇥
}.

Such a spread is called a desarguesian spread. This is because the translation struc-
ture T (D) satisfies Desargues’ theorem. In the finite case, such field extensions
are unique, and so there is only one choice.
There are many other ways to construct a spread. The most relevant to us is n-
spreads in V (2n, q). Suppose that S is such a spread. Up to an invertible linear
transformation, we can assume without loss of generality that S contains

S1 := {(0, x) : x 2 Fn
q }; S0 := {(x, 0) : x 2 V (n, q)}.

Then every other element of S , being an n-dimensional vector space and thus the
image of an injective map from V (n, q) into V (2n, q) and meeting S1 trivially, is
of the form

SA := {(x,A(x)) : x 2 V (n, q)}
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for some linear map A from V (n, q) to itself. Since SA must meet S0 trivially, A
must be an invertible linear map.
Let C(S) = {A 2 EndFq(V (n, q)) : SA 2 S}. Then since for all A,B 2 C(S) with
A 6= B we have SA \ SB = 0, we get that A�B is invertible. Since a n-spread in
V (2n, q) must have qn + 1 elements, we have |C(S)| = qn. Therefore C(S) is an
MRD code, or the spread set of a quasifield.
Conversely, given a quasifield we can define a spread:

S(Q) := {{(x, x � y) : x 2 Q} : y 2 Q⇥
} [ {S1}.

Hence we get a correspondence between n-spreads in V (2n, q) and quasifields of
dimension n over Fq.
How can we recognise spreads arising from semifields amongst these spreads?
For an Fq-linear map A, define �A(x, y) = (x, y + A(x)). Then �A(SB) = SA+B ,
and �A(S1) = S1. Hence we can easily see one direction of the following theo-
rem; the other direction is more involved.

Lemma 2.59. Let S be a semifield spread. Then there exists a subgroup of GL(2m, q)
fixing one element of S(S) and acting transitively on the remaining elements of S(S).
Conversely, any spread with such a group action is equivalent to one arising from a
semifield.

For this reason we call such a spread a semifield spread. The distinguished element
which is fixed by this group action is called a shears element. It can be shown that
if the spread is not desarguesian, then there is a unique shears element.
Note that this is not the only possible characterisation of a spread arising from
a semifield. Another is via reguli; a spread is a semifield spread if and only if
there exists a spread element such that every regulus defined by it and two other
spread elements is contained in the spread. If every regulus defined by any three
elements of the spread is contained in the spread, then the spread is desarguesian.

2.5.2 Translation Planes

Definition 2.60. A translation of V (n,F) is a map ⌧u : v 7! u + v. The translation
group is the set of all translations with composition.

Exercise 2.61. Suppose S is a spread, and T (S) the corresponding affine plane.
Show that

• Translations map lines to lines.

• Translations preserve parallel classes.

• Translations act transitively on each parallel class except one.
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Hence these translations can be extended to collineations of the projective plane,
fixing the line at infinity pointwise, and fixing all lines containing one particular
spread element. These are elations of the plane with axis the line at infinity. A
plane with a group of elations with fixed axis acting transitively on the remaining
points of the plane is called a translation plane. This characterises the projective
planes obtained from spreads, i.e. from quasifields.

Lemma 2.62. The dual of a projective plane obtained from a quasifield isomorphic to the
projective plane obtained from the opposite quasifield.

Since a semifield is precisely a quasifield whose opposite is also a quasifield, we
get the following characterisation of projective planes arising from semifields.

Definition 2.63. A semifield plane is a translation plane whose dual is also a trans-
lation plane.

These results are due to André [3], and Bruck and Bose [9]. This setup is usually
called the ABB construction of a plane. An equivalent, more projective geometric
setup, is to instead view V (2n, q) as a co-dimension one subspace of V (2n+1, q);
or, PG(2n � 1, q) as a hyperplane at infinity in PG(2n, q). We then take points to
be the affine points in PG(2n, q), together with the spread elements, and lines to
be subspaces of vector space dimension n + 1 (projective dimension n) meeting
the hyperplane at infinity in a spread element.



Chapter 3

Constructions, Classifications,
and Invariants

It is not straightforward to decide on the best setting in order to construct, classify,
or analyse semifields. Each of the following settings comes with its own strengths
and weaknesses. For each, we should ask ourselves:

• does this setting allow us to construct some semifields easily?

• does this setting allow us to determine whether two given semifields are
equivalent?

• does this setting suggest any subclasses of semifields which may be classi-
fiable?

• does this setting suggest any useful isotopy invariants?

3.1 Representations and Constructions

3.1.1 Linearised Polynomials

Consider the finite field Fqn , and regard it as a vector space over Fq. We can make
this correspondence explicit by choosing an Fq-basis for Fqn . However, we will
try to avoid doing this as much as possible.
Consider now Fq-linear maps from Fqn to itself; that is, the algebra EndFq(Fqn)

with addition and composition of maps. Again by choosing a basis, we can iden-
tify this algebra with the matrix algebra Mn(Fq).
Every map from a finite field to itself can be expressed as a polynomial, by inter-
polating. Since every element of Fqn is a root of the polynomial xqn �x, each map
can be expressed uniquely as a polynomial in Fqn [x] of degree at most qn�1. It is
natural to ask if we can identify which polynomials represent the Fq-linear maps.

121
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Definition 3.1. A linearised polynomial is a polynomial of the form f(x) =
Pk

i=0 fix
qi
2

Fqn [x].

Lemma 3.2. The algebra EndFq(Fqn) is isomorphic to the ring of linearised polynomials
with addition and composition modulo xq

n
� x.

One useful method to determine the rank of a linearised polynomial is via the
Dickson matrix.

Df :=

0

BBB@

f0 f1 · · · fn�1

f q
n�1 f q

0 · · · f q
n�2

... . . . . . . ...
f qn�1

1 f qn�1

2 · · · f qn�1

0

1

CCCA

Lemma 3.3. The rank of a linearised polynomial f(x) as an Fq-linear map on Fqn is
equal to the rank of the Dickson matrix Df .

This can (and has) been used to good effect; however it still gives a quite compli-
cated set of conditions. In some cases we can find conditions that don’t look too
bad.
Exercise 3.4. Find the possible ranks of a linearised polynomial of the form f(x) =

f0x+ f qs

1 , and conditions on the coefficients to determine the rank.
Exercise 3.5. Let n = 3. Find conditions on the coefficients of f(x) = f0x+ f1xq +
f2xq

2 which determine when f(x) defines an invertible linear map on Fq3 .
Exercise 3.6. Suppose f(x) defines an Fqs-linear map on Fqn = Fqms , in which
case f(x) =

Pm�1
i=0 fisxq

is . Let Dn1 denote its Dickson matrix when regarded as
an Fq-linear map, and D2 its Dickson matrix when regarded as an Fqs-linear map.
Show that det(D1) = NFqs :Fq(D2).

We know from linear algebra that transposing a matrix does not affect its rank.
The transpose of a Dickson matrix is again a Dickson matrix; we could ask how
the associated polynomial relates to the original polynomial. In fact it turns out
to be the adjoint.

Definition 3.7. The adjoint of a linearised polynomial f(x) is the polynomial
f̂(x) := f0x+

Pn�1
i=1 f qi

n�i.

Exercise 3.8. Show that tr(xf(y)) = tr(f̂(x)y) for all x, y 2 Fqn .

3.1.2 Bilinear Maps as Polynomials

We have seen already that linear maps can be represented as linearized polyno-
mials. In a similar manner, we can represent bilinear maps (i.e. multiplications)
as polynomials in two variables of a special shape.
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Lemma 3.9. Let � be a bilinear map from Fqn to itself. Then there exist unique cij 2 Fqn

such that

x � y =

n�1X

i,j=0

cijx
qiyq

j
.

Thus we can represent a multiplication by an n⇥ n matrix with entries in Fqn .
We can gather terms together to write another (sometimes) convenient represen-
tation.

Lemma 3.10. Let � be a bilinear map from Fqn to itself. Then there exist unique lin-
earised polynmials ci(y) such that

x � y =

n�1X

i=0

ci(y)x
qi .

Though these representations are neat, it is usually quite difficult to determine
whether or not a multiplication represented in this way defines a presemifield.
Usually we need to restrict the shape further, say by assuming not too many of
the cij or ci(y) are not zero. For the former, the Generalised Twisted Fields are a
good example.
Exercise 3.11. Show that the following defines a presemifield.

x � y = xy + (tr(x)y + tr(y)x)2.

These are known as Knuth’s binary semifields.

The Knuth orbit can be seen in this setting by considering the trilinear form

f(x, y, z) = tr((x � y)z).

3.1.3 Semifields with a large nucleus

One of the most studied cases of semifields are those which are two-dimensional
over a nucleus, sometimes referred to as rank two semifields. This is well-studied
for a variety of reasons, with one of the main reasons being that it is simply easier
to construct and analyse these semifields, due to the large associative component.
Suppose n = 2m, and S is a semifield of order q2m with centre containing Fq and
a nucleus of order qm. Up to Knuth equivalence, we can assume without loss of
generality that this is the right nucleus.
From Section 2.3.1, we hence have that the elements of C(S) commute with every
element of a subfield of M2m(Fq) isomorphic to Fqm . Let us fix this subfield to be

C(Fqm) := {↵x : ↵ 2 Fqm}

regarded as a subset of linearized polynomials over Fq2m .
We have that C(Fqm) ✓ Cent(C(S)), and hence C(S)) ✓ Cent(C(Fqm)).
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Exercise 3.12. Suppose f(x) 2 Cent(C(Fqm)). Show that f(x) = f0x + fmxq
m for

some f0, fm 2 Fq2m .

Exercise 3.13. Let f(x) = f0x + fmxq
m for some f0, fm 2 Fq2m . Show that f(x) is

invertible if and only if f qm+1
0 � f qm+1

m 6= 0.

Exercise 3.14. Show that there exist Fq-linearised polynomials maps a(y), b(y)
over Fq2m such that

x � y = a(y)x+ b(y)xq
m

such that
a(y)q

m+1
� b(y)q

m+1
6= 0

for all y 6= 0.

Exercise 3.15. Let {1, ✓} be an Fqm-basis for Fq2m . Write any y 2 F + q2m as y =

y0 + y1✓, and let a(y) = y0, b(y) = ✏y1. Determine conditions for which the
multiplication

x � y = a(y)x+ b(y)xq
m

defines a presemifield. Can you write a and b as linearised polynomials?
These are the Hughes-Kleinfeld semifields [24].

3.1.4 BEL rank

Both the generalised twisted fields and the semifields of rank two over a nucleus
can be written in the following way:

x � y = f1(x)g1(y) + f2(x)g2(y),

where fi, gi are linearised polynomials. Can any other semifields be expressed in
this way?
It turns out that semifields with such a multplication are precisely those which
can be constructed from a BEL configuration in V (2n, q). This is a geometric con-
struction from Ball, Ebert, and Lavrauw [5] (2007) which uses two subspaces of
V (kn, q) of complementary dimension such that no element of a fixed desargue-
sian spread meets both nontrivially. In [36], Michel Lavrauw and I defined the
BEL rank of a semifield as the minimal k for which there exist linearised polyno-
mials fi, gi such that S is isotopic to a semifield with multiplication

x � y =

kX

i=1

fk(x)g(y).

Taking (f1(x), f2(x)) = (x, xq
n/2

) gives precisely the case of semifields rank two
over a nucleus.
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What if we take (f1(x), f2(x)) = (x, xq
s
)? If gcd(s, n) = 1, then results of Car-

litz and McDonnell [42] can be used to show that the semifield is a generalised
twisted field.
However in [36] it was shown that there exists a semifield of order 26 with mul-
tiplication

x � y = xg1(y) + xq
2
g2(y),

not isotopic to a twisted field; indeed, not isotopic to any previously known con-
struction.
What if we take (f1(x), f2(x)) = (x, trqn:qs(x))? Again in [36] it was shown that
there exists a semifield of order 26 with multiplication

x � y = xg1(y) + (x+ xq
2
+ xq

4
)g2(y),

not isotopic to a twisted field; indeed, not isotopic to any previously known con-
struction.
Open Problem 3.1.1. Can these examples be generalised to other q, or other n?

3.2 Biprojective Polynomials

Let us identify the elements of S with tuples over a field; say, elements of (Fqm)
s,

and suppose the centre of the field contains Fq.

x � y = (x1, . . . , xs) � (y1, . . . , ys)

In particular let us take s = 2. Then we have

(x1, x2) � (y1, y2) = (f1(x1, x2, y1, y2), f2(x1, x2, y1, y2))

for some maps f1, f2.
For example, the semifields of Dickson from Exercise 2.12 is usually expressed in
this way.
Very recently, Lukas Kölsch and Faruk Göloğlu [21] have shown that many of
these constructions can be written in a particularly nice way using biprojective
polynomials, and used this representation to construct a very large family of new
semifields.

Semifields of this form have a very nice property; their autotopism groups con-
tain a large cyclic group, namely one of order qm � 1. Notably, this is the same
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as the maximum possible size of a nucleus; however, the semifields constructed
can have trivial nuclei while still having a large cyclic subgroup of the auto-
topism group. Moreover, the full autotopism group appears to be contained
in �L(2, qm)

3; we saw that the generalised twisted fields have their autotopism
group contained in �L(1, q2m)

3, and so this is in some sense the next simplest
case.

3.3 Cyclic Semifields and Skew Polynomial Rings

The classical construction of a finite field involves taking a polynomial ring mod-
ulo an irreducible. In order to generalise this, one could seek to mimic this con-
struction using a more general type of polynomial ring. One such ring is a skew
polynomial ring.

Definition 3.16. Let � be an Fq-automorphism of Fqm . The skew polynomial ring
Fqm [t;�] is defined as the set of polynomials in t with coefficients in Fqm , where
addition is usual polynomial addition, and multiplication is satisfies the usual
rules except for the field elements commuting with the indeterminate; instead
we have that

t↵ = ↵�t

for all ↵ 2 Fqm .

Remark 3.17. This structure is also referred to in the literature as a twisted polyno-
mial ring, or a twisted group algebra. The general definition of a skew-polynomial
ring can also involve a derivation; however over finite fields we can assume up to
isomorphism that this is zero.

When x� = xq, we can identify the skew-polynomial ring with the ring of lin-
earised polynomials with composition; we identify xq

i with ti. The isomorphism
follows from the fact that xq � (↵x) = ↵qxq = (↵qx) � xq. Note here that � denotes
the composition of maps, rather than a semifield multiplication!

Exercise 3.18. Verify the following in F4[t,�]. Here ↵2
+ ↵+ 1 = 0.

Let f = t2 + ↵t+ 1, g = t+ ↵. Then:

• fg = t3 + ↵,

• gf = t3 + t2 + ↵t+ ↵

• f = (t+ 1)g + ↵2
= gt+ 1

• t2 + 1 = (t+ 1)(t+ 1) = (t+ ↵)(t+ ↵2
) = (t+ ↵2

)(t+ ↵)

It turns out that skew-polynomial rings possess many of the key properties of
polynomial rings. Although multiplication is not commutative, we do have a
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(left- and right-)Euclidean algorithm which allows us to define remainders. Fur-
thermore while factorisation into irreducibles is not unique, the multiset of the
degrees in a factorisation into irreducibles is unique. These properties allow us
to define a semifield multiplication.

Lemma 3.19. Let f(t) be irreducible in Fqm [t;�] of degree s, and let S be the algebra
with elements in Fqm [t;�] of degree less than s and multiplication defined by

a(t) � b(t) := a(t)b(t) mod rf(t).

Then S is a semifield.

This was first discovered by Petit in 1965 [46]; however it was not well-known
in the semifield community. An equivalent construction using semilinear maps
was discovered by Jha and Johnson (1989) [25]; these became known as cyclic
semifields, since they can be seen as a generalisation of cyclic algebras.

Exercise 3.20. Find an irreducible skew-polynomial of degree 2 in F4[t,�].

Exercise 3.21. Suppose f(t) = t2 + �t + µ is irreducible in Fq2 [t,�]. Write the
multiplication in the semifield defined above in terms of the coefficients of a(t)
and b(t).

The question of isotopy classification and autotopy groups of these semifields
has been studied by [30], [19], [35]. More recently, I was able to extend this con-
struction to a larger family of semifields (and MRD codes) [51]. The constructions
used a couple of key lemmas; for us, the most useful are the following.

Lemma 3.22. Suppose F (y) 2 Fq[y] is irreducible of degree s. Then any factor of F (tm)

in Fqm [t;�] has degree divisible by s.

Lemma 3.23. Suppose F (y) 2 Fq[y] is irreducible of degree s. Then (F (tm)) is a
maximal two-sided ideal in Fqm [t;�], and

Fqm [t;�]

(F (tm))
' Mm(Fqs),

where ' denotes an isomorphism as algebras. Moreover, the rank of the image of a skew-
polynomial f(t) satisfies

rank(f(t)) = m�
deg(gcrd(f(t), F (tm)))

s
.

From this, we get that the image of the set of polynomials of degree less than sk is
an additively closed set of matrices in which every nonzero element has degree at
most m�k+1. Taking k = 1 returns that this is a semifield spread set. Moreover,
since the set of polynomials is closed under Fqm-multplication, the spread set has
left-idealiser containing Fqm , and so the left nucleus of the semifield contains Fqm .
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Remark 3.24. In [51], a more general construction containing semifields with a
broader range of parameters was constructed. However the construction is slightly
beyond the scope of these notes. We will just note that the construction is a hy-
brid of the construction for cyclic semifields and for generalised twisted fields,
and contains both as special cases.

3.3.1 Other Connections

For instance, flocks.

3.3.2 Kantor’s Construction from Spreads

While spreads are interesting objects, usually it is difficult to construct them di-
rectly. However in [29], a construction for commutative semifields of even order
was found using spreads directly. Moreover, the number of semifields produced
grows more quickly than any other known family; it is not bounded above by
any polynomial.

3.3.3 Scattered Subspaces and Covering Radius

At first look, spreads arising from semifields look more or less the same. They
(by definition) have the same intersection properties, and possess many of the
the same automorphisms. Apart from the full automorphism group, it seems
difficult to find methods to distinguis spreads apart directly.
However, we can define spread-based invariants by considering how other sub-
spaces can intersect a given spread.

Definition 3.25. A subspace U is said to be (S, h)-scattered if

dim(U \ S)  h for all S 2 S.

The concept of scattered subspaces was first introduced in [4], [7]. More recently
generalisations were considered in for example [6], [23].
We can then consider the maximum dimension of a (S, h)-scattered subspace, or
the minimum h for which a (S, h)-scattered subspace of a fixed dimension exists.
In [2], [23] this was related to the notion of the covering radius of the semifield
spread set and its inverse.
In the case q = 2. the existence of a (S, 1)-scattered subspace of dimension n cor-
responds to the existence of a translation hyperoval in the corresponding trans-
lation plane.
In [2], Kevin Allen and I demonstrated the first example of a semifield (or indeed
translation) plane without a translation hyperoval. Equivalently, we demon-
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strated that semifield spread can possess different properties with respect to scat-
teredness. This is a first step; there are many more questions left to explore.

3.4 Classifications

There are many constructionso of semifields; in general, it is thought that full
classification is impossible. However with certain restrictions, some classifica-
tions are possible. We start with some classifications for small dimension over
the centre.

Exercise 3.26. Show that every semifield two-dimensional over its centre is iso-
topic to a field. Dickson’s Theorem.

Menichetti has proved the strongest classificaiton results to date. He first showed
the following in the [43] in 1977.

Theorem 3.27. Let S be a semifield three-dimensional over its centre. Then S is isotopic
to a field or a generalised twisted field.

Some years later [44] (1996) he extended this further.

Theorem 3.28. Let S be a semifield n-dimensional over its centre Fq, for n prime, and
suppose that q is large enough with respect to n. Then S is isotopic to a field or a gener-
alised twisted field.

The method used by Menichetti in this second paper was to study a determinantal
hypersurface related to S.

Definition 3.29. Let S be a semifield of dimension n over Fq with Fq contained in
its centre, and let {E1, . . . , En} be an Fq-basis for C(S). Then define the determi-
nantal polynomial fS of S as

fS(x1, . . . , xn) := det

 
X

i

xiEi

!
.

This is a polynomial in n variables over Fq and has degree n.

Lemma 3.30. The polynomial fS is irreducible over Fq. If q is large enough with re-
spect to n, then it is reducible over some field Fqs for some s (not absolutely irreducible).
Moreover, s divides n, and fS = gg� · · · g�

s�1 for some polynomial g over Fqs .

When n is prime, we must have s = n, and so fS is a product of linear poly-
nomials over Fqn . What Menichetti did was to show that any semifield whose
determinantal polynomial factorises in this way must be isotopic to a field or
twisted field.
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For n not prime, one must consider the possiblity that fS factorises over an in-
termediate field; for example, with n = 4 we could have s = 2, and so fS could
be a product of two (conjugate) quadratic polynomials in four variables over Fq2 .
Some results have been obtained (e.g. Bani-Ata et al, Rua), but nothing as strong
as Menichetti’s results has been found yet.

Exercise 3.31. Show that if S has nucleus containing Fqs , then fS factorises over
Fqs .

Note that the converse is not true in general; however, we don’t know exactly
when this can occur (beyond the case of twisted fields ).

3.4.1 Computer Classifications

Over the years as computational power grew, full classifications of semifields
of certain orders have been performed. However even with computations dis-
tributed across large clusters, we have only reached a handful of cases.

n q #Classes Reference
4 2 3 (3) Knuth 1965 [31]
4 3 27 (12) Dempwolff 2008 [18]
4 4 (28) Rua et al 2011[14]
4 5 (42) Rua et al 2011 [14]
4 7 (120) Rua et al 2012[15]
5 2 6 (3) Walker 1962 [52]
5 3 23 (9) Rua et al 2012 [50]
6 2 332 (80) Rua et al 2009 [49]

x=number of isotopy classes, (x)=number of Knuth orbits

Of the 332 isotopy classes of order 26, only 35 were from known constructions.
Many of the known constructions work only in composite dimension. For prime
dimension, we know that for q large enough the number of semifields is low. It
would be very interesting to determine the number of isotopy classes of semi-
fields of order 2

7, to determine whether or not this behaviour only kicks in for
large q.
A classification for 36 would also be interesting, to see whether the large number
of semifields of order 26 is an anomaly, or the typical behaviour.
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3.5 Other Topics

3.5.1 Fractional Semifields

There are many other curious properties that semifields can have, and many
questions about them that one can explore.
For example, it is well known that a field Fqm is contained in Fqn if and only if
m divides n. This is because a field is always a vector space over any subfield.
However, for semifields this is not the case. We can find, for example, semifields
of order q5 containing semifields of order q2. The larger semifield has fractional
dimension over the smaller semifield. These have been explored for example in
[26].

3.5.2 Non-primitive semifields

We all know that the multplicative group of a finite field is cyclic; it contains
primitive elements. For semifields, the multiplicative structure is not a group, but
rather a loop. We must take care if we want a sensible definition of a primitive
element, since powers are not well-defined. However if we define powers recur-
sively by always multiplying on the left (or right, so long as we stick to the same
side every time), then the definition does make sense. Rua et al [47] showed that
not every semifield contains a primitive element. Rod Gow and I showed that ev-
ery twisted field contains a primitive element [22]. Rua has some further results
for four-dimensional semifields [48]. Beyond that, the field is wide open.
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Chapter 4

The Geometry of Matrices and
Tensors

4.1 Matrices and Linear Maps

Matrices, as it is well known, represent linear maps between finite vector spaces,
or bilinear maps from a direct product of vector spaces to the underlying field,
i.e. bilinear forms.

Mm⇥n(F ) $ HomF (V,W ) $ Bil(V ⇥W,F )

The space of linear maps is partitioned into sets according to their rank, the usual
linear algebraic definition being

rank(A) = dim(Im(A)).

Lemma 4.1. The set of matrices of rank one is equal to the set Sm,n := {vwT
: v 2 V =

Fm, w 2 W = Fn
}.

Moreover, the rank of a nonzero matrix A is equal to the minimum positive integer r such
that A can be written as the sum of r matrices of rank one.

The maximum rank of a matrix is max{m,n}, and there exists a matrix of every
possible rank between 1 and this maximum.
When m = m, a matrix is invertible if and only if its determinant is non-zero, if
and only if it has rank n.
The rank of a matrix is equal to the size of the smallest non-zero minor.
We can also view matrices as tensors; that is, the space V ⌦ W . This space is
defined as a vector space spanned by symbols of the form v⌦w for v 2 V,w 2 W ,
subject to the rules (v+ �v0)⌦w = v⌦w+ �(v0 ⌦w) for v, v0 2 V , w 2 W , � 2 F .
We can make this correspondence explicit by identifying vwT with v ⌦ w.

133
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Since this product behaves nicely with respect to scalar multiplication, we can
also view this as an embedding of PG(m�1, F )⇥PG(n�1, F ) into PG(mn�1, F ).
This is the Segre embedding, and its image (corresponding to points defined by the
rank one matrices) is the Segre variety.
Note that this is named after Corrado Segre; not the Beniamino Segre who is
perhaps more well-known due to his work on conics (and much more).
The use of the word variety can be justified by observing that the matrices of rank
one is equal to the set of matrices for which every 2⇥ 2 minor is zero; each 2⇥ 2

minor is a quadratic form, and so the matrices of rank one are the intersection of
a bunch of (very degenerate, if (m,n) 6= (2, 2)) quadrics.
In this setting, the rank of a matrix corresponds to the smallest secant variety
with respect to the Segre variety in which the point defined by the matrix lies.
It is well known that the additive rank-preserving maps are those of the form

A 7! XA⇢Y

for X,Y invertible and ⇢ a field automorphism, unless m = n (in which case
we just need to include transposition). It is clear that each such map preserves
the Segre variety, and hence preserves rank. The converse takes more thought;
it is usually attributed to Hua and Wan [53]. Various other questions regarding
additive maps preserving certain sets with specified rank properties have been
studied over the years; some interesting questions remain.
Furthermore it is well-known that this group, the stabiliser of the Segre variety,
acts transitively on matrices of the same rank. Hence there are precisely n orbits
of points of PG(mn� 1, F ) under this group.

4.1.1 Delsarte Duality

Definition 4.2. Let C be an Fq-subspace of Mm(Fqs). The Delsarte dual of C is
defined as

C?
:= {Y 2 Mm(Fqs)| tr(Tr(XY T

)) = 0 8 X 2 C}.

Here Tr denotes matrix trace, while tr denotes field trace from Fqs to Fq.
Delsarte showed the following in [17].

Theorem 4.3. Suppose C is an Fq-subspace of Mm(Fqs) such that every nonzero ele-
ment of C has rank at least k. Then

dimFq(C)  sm(m� k + 1).

Moreover, in the case of equality, then every nonzero element of C? has rank at least
n� k + 2.
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In the languate of rank metric codes, this states that the Delsarte dual of an MRD
code is again an MRD code.
For semifields, this tells us that C is a semifield spread set if and only if its dual
contains no elements of rank one.

4.1.2 Tensors

We can define the tensor product of more than two vector spaces, either recur-
sively or by a direct definition.
In this case, we can again define a Segre variety and the rank of a tensor; in this
case the rank is defined using the characterisation from Lemma 4.1.
We can view tensors as multidimensional arrays of field elements, in the same
way as we do for matrices. Tensors define multilinear maps and multilinear
forms in an analogous way. In particular, 3-fold tensors correspond to bilinear
maps, i.e. multiplications of (not necessarily associative) algebras!
Despite tensors being analogous to matrices and having been studied for almost
as long, the understanding of the ranks, orbits, and geometry with respect to the
Segre variety is far from known. For example, it is not known in general what
the maximum rank of a tensor in a given space is. It is not known whether or not
nonsingular tensors, the analogue of invertible matrices, must have rank greater
than or equal to any singular tensor. It is known that there exist nonsingular
tensors with the same rank as a singular tensor in the same space, and it is also
known that two nonsingular tensors can have different rank.
Consider a 3-fold tensor in V ⌦ V ⌦ V , where V = V (n, q). Given an element a_
of the dual space V _, and a pure tensor T = v1 ⌦ v2 ⌦ v3, we can define

a_(T ) = T (a_) = a_(v1)v2 ⌦ v3 2 V ⌦ V.

Thus the contraction of a 3-tensor is a 2-tensor, which can be represented as a
matrix.
We can also extend this linearly to any sum of pure tensors.

Definition 4.4. The set C(T ) := {a_(T ) : a_ 2 V _
} is called the (first) contraction

space of T . It is an Fq-subspace of V ⌦ V ' Mn(Fq).

Definition 4.5. A tensor is nonsingular if every nontrivial contraction of it is non-
singular.

Hence a tensor is nonsingular if and only if every nonzero element of C(T ) is
a nonsingular matrix, and C(T ) has dimension n; in other words, if and only if
C(T ) is a the spread set of a semifield with centre containing Fq.
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4.2 Linear Sets and Semifields

Suppose S is a semifield of order qms with centre Fq and left nucleus containing
Fqs . Then its spread set C is an Fq-subspace of Mm(Fqs). Two semifields with
these properties are equivalent if and only if they are equivalent via

C 0
= XC⇢Y,

where X,Y 2 GL(m, qs) and ⇢ 2 Aut(Fqs).
Since any such equivalence preserves Fqs-subspaces, the geometry of intersec-
tions between C and Fqs-subspaces is an isotopy invariant.

Definition 4.6. Let Gr(n, k, q) denote the set of k-dimensional subspaces of an n-
dimensional vector space over Fq. Or, equivalently, the set of (k�1)-dimensional
subspaces of an (n� 1)-dimensional projective space PG(n� 1, q).

Gr(n, 1, q) points of PG(n� 1, q)
Gr(n, 2, q) lines of PG(n� 1, q)
Gr(n, 3, q) planes of PG(n� 1, q)
Gr(n, k, q) (k � 1)-spaces of PG(n� 1, q)

Projectively speaking, we consider L(C) a linear set in PG(m2
� 1, qs). If S and S0

are isotopic, then L(C) and L(C 0
) are equivalent under a collineation of PG(m2

�

1, qs). Note however that the converse is not necessarily true. Although papers
addressing this topic usually use the language of projective geometry and linear
sets, the actual calculations usually require us to work in the underlying vector
space, so we will stick to vector space notation for now (borrowing terminology
from projective geometry when convenient).

Definition 4.7. The weight of an Fqs-subspace W of V (n, qs) with respect to an
Fq-subspace U of V (n, qs) is defined as

wU (W ) := dim(U \W )Fq .

Definition 4.8. The k-th weight distribution of an Fq-subspace U of V (n, qs) is the
multiset

wU (k) := {
⇤
dim(U \W )Fq : W 2 Gr(n, k, qs)⇤}.

Since every rank-preserving map on Mm(Fqs) preserves each Gr(n, k, qs), the
weight distributions of a spread set of a semifield with a nucleus containing Fqs

and centre containing Fq is invariant under isotopy.

Lemma 4.9. Suppose C = C(S) and C 0
= C(S0) are both Fq-subspaces of Mm(Fqs).

Then wC(k) = wC0(k) for all k.

This can sometimes allow us to show that some semifields with the same nuclei
are inequivalent.
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4.2.1 The Geometry of Quadrics in PG(3, qs)

Thought the weight distribution can be useful, we are ignoring much of the ge-
ometry at our disposal. In particular, we are not exploiting the fact that rank-
preserving maps not only fix each Gr(n, k, qs), but also fix the Segre variety (and
each of its secant varieties).
Consider the case m = 2; that is, semifields which are two-dimensional over a
nucleus. We are thus considering Fq-subspaces of M2(Fqs) of dimension 2s dis-
joint from the set of rank one matrices. Projectively, this corresponds to linear sets
in PG(3, qs) defined by Fq-subspaces of dimension 2s, disjoint from a hyperbolic
quadric Q+

(3, qs) determined by the equation det(X) = x11x22�x12x21 = 0. The
equivalence becomes equivalence under the stabiliser of the quadric.
In order to construct or classify such semifields, we have two options:

• Fix a quadric and construct/classify linear sets disjoint from it;

• Classify linear sets, and attempt to find and classify hyperbolic quadrics
disjoint from it.

It is well-known that every nondegenerate quadric determines a polarity of the
projective space; that is, a map ? of order two sending Gr(n, k, qs) to Gr(n, n �

k, qs) for each k which reverses inclusion (i.e. U  W , W?
 U?. This can be

realised by using the symmetric bilinear form b(u,w) := Q(u+w)�Q(u)�Q(w).
Then U?

= {w : b(u,w) = 0 8 u 2 U}.
We can extend this to a map on Fq-subspaces by defining

U?
= {w : tr(b(u,w)) = 0 8 u 2 U},

where tr denotes the field trace from Fqs to Fq. Note that if U is an Fqs-subspace,
then this coincides with the previous definition of ?.
Suppose U is an Fq-subspace of M2(Fqs) of Fq-dimension 2s disjoint from the set
of rank-one matrices; projectively speaking, disjoint from the Q+

(3, qs) defined
above. What can we say about U?? It is again an Fq-subspace of M2(Fqs) of
Fq-dimension 2s. Can it contain an element of rank one?
Suppose X is a matrix of rank one in U? (and so hXiFqs

2 Q+
(3, qs)). Then U is

contained in X?. But it can be checked that X? contains two 2-dimensional Fqs-
subspaces `1, `2 consisting of rank one matrices (and zero); geometrically, it con-
tains the two lines of Q+

(3, qs) containing hXiFqs
. But since U has Fq-dimension

2s, and `i has Fq-dimension 2s, and both are contained in the (4s�1)-dimensional
space X?, U and `i must meet nontrivially. But this contradicts the fact that U
contains no rank one matrices. Hence we have a geometric proof of the following.

Lemma 4.10. Suppose C ⇢ M2(Fqs) is the spread set of a semifield of order q2s with
centre containing Fq. Then C? is also the spread set of a semifield of order q2s with centre
containing Fq
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This operation was introduced in [38], where it was called the translation dual of
a semifield. In fact, it can be seen as a special case of Delsarte duality! However
it is still very interesting due to its geometric interpretation and usefulness in
classifying semifelds two-dimensional over a nucleus.

4.2.2 Four-dimensional semifelds, two-dimensional over a nucleus

Let us consider the possibilities for s = 2; this case was fully resolved by Cardinali-
Polverino-Trombetti [10] (2006). In this case we are studying semifields four-
dimensional over their centre and two-dimensional over a nucleus. What are the
possible intersection properties of a 4-dimensional vector subspace of M2(Fq2)

with Fq2-subspaces? Or in other words, how can a linear set of rank four in
PG(3, q2) behave with respect to points, lines, and planes of PG(3, q2), in partic-
ular if it is disjoint from a fixed hyperbolic quadric?
The possibilities are:

1. fully contained in a line;

2. meets a line in a linear set of rank three;

3. meets a point in a linear set of rank two, but not fully contained in a line;

4. meets each point in a linear set of rank at most one.

In case (1), C is in fact an Fq2-subspace, and so Fq2 is contained in the centre
of S. By Dickson’s result, S is in fact isotopic to a field. Note that this implies
(or follows from the fact) that the stabiliser of Q+

(3, q2) acts transitively on lines
external to it.
In case (2), by the previous paragraph we can assume without loss of generality
that the line of weight three is any fixed line external to Q+

(3, q2); the line must
be external to Q+

(3, q2), for a linear set of rank three in a line PG(1, q2) meets all
points of the line.
Since a line contains q2+1 points, and a plane contains q2+q+1 points, we must
have that L(C) contains at least one full point. It cannot contain two full points,
for then it would be equal to case (1).

4.2.3 Six-dimensional semifelds, two-dimensional over a nucleus

Consider now the case s = 3. This case was studied extensively in a series of
papers earlier this century. In [41], it was shown that the linear set L(C) of ev-
ery semifield spread set in M2(Fq3) must have one of the following geometric
properties.

(0) L(C) is a union of either q2 + q + 1 or q2 + 1 lines of a pencil.
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(1) L(C) is a union of q2 + q + 1 lines in a plane not belonging to a pencil.

(2) L(C) is a union of q2 + q + 1 lines through a point, not all lines in the same
plane.

(3) L(C) contains a unique point of weight 2, does not contain any line and is
not contained in a plane.

(4) L(C) contains exactly one line and such a line contains q+1 points of weight
2.

(4) Any point of L(C) has weight 1.

Further geometric invariants can be found. For some of these cases one can show
the existence of two distinguished lines associated to a pseudoregulus; the posi-
tions of thse lines with respect to Q+

(3, q2) are then isotopy invariants, and so
can further subdivide some cases.
For type (4), we have a distinguished line, which we will denote by `. We saw
previously that Q+

(3, q3) posesses a natural polarity. This case can then be further
subdivided by considering the intersection of L(C) and `?, as in [27].

(4a) |r? \ L(C)| = 0

(4b) |r? \ L(C)| = 1

(4c) |r? \ L(C)| = q + 1

Amongst these classes, some have full classifications; some have constructions
but no classification; and some have no constructions yet known, nor a reason
why they can’t exist.
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This shows the difficulty of classifying semifields, even in small dimensions.
However it also highlights how some particular classes of semifields can be char-
acterised or classified; for example, a full geometric characterisation of cyclic
semifields has been acheived in this dimension. Perhaps there is scope to explore
certain cases in higher dimensions.

4.3 Rank Two and Three Commutative Semifields

Semifields which are both commutative and two-dimensional over their left nu-
cleus have been partially classified. Using techniques from both finite geometry
and algebraic geometry, it was shown in [8] and [33] that if q is large enough with
respect to n, then all such semifields are isotopic to a handful of known exam-
ples. There remains space to improve this; the proof uses only a small part of the
picture.
Semifields which are commutative, three-dimensional over their left nucleus, and
six-dimensional over their centre have also been classified for odd [40] and even
characteristic [45].

4.4 The Tensor Rank of a Semifield

We saw in Section 4.1.2 that semifields can be represented by threefold tensors.
We saw also that the space of tensors has a natural function called the tensor rank,
defined with respect to the pure tensors (the Segre variety).

• What does the tensor rank tell us about the semifield?

• Can we actually calculate the tensor rank?

It turns out that the tensor rank measures the multplicative complexity of the semi-
field. Consider for example the problem of efficiently multplying two 2⇥2 matri-
ces. Naively, we can do this by performing eight field multiplications (and some
additions, which are regarded as free). However, due to Strassen’s famous algo-
rithm, we can actually reduce this to just seven multiplications. This is because
the tensor rank of the tensor corresponding to matrix multiplication is seven. The
question for 3⇥ 3 matrices is still open; the tensor rank lies somewhere between
19 and 23.
The problem of determining the tensor rank of a finite field extension Fqn of Fq

is a very important one for practical applications. When q is large enough with
respect to n, polynomial interpolation can be used to achieve the minimum pos-
sible rank, namely 2n� 1.
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However in practise most relevant computations are done over extensions of F2.
The best known algorithms use constructions from algebraic curves via modifi-
cations of the Chudnovsky-Chudnovsky algorithm [11].
The following table lists the best known lower bounds for the tensor rank of any
semifields n-dimensional over Fq, and upper bounds for the tensor rank of the
field Fqn over Fq.

q = 2 q = 3

n LB UB LB UB
2 3 3 3 3
3 6 6 6 6
4 9 9 8 9
5 13 13 10 12
6 15 15 12 15
7 18 22 17 19
8 20 24 19 21
9 26 30 21 26
10 28 33 24/25 27

Recently in [37], Michel Lavrauw and I demonstrated the first known example of
a semifield having lower tensor rank than the field of the same order. In fact, we
showed that the field and twisted field of order 34 have tensor rank nine, whereas
the remaining semifields of this orde all have tensor rank eight. This suggests that
some semifields could in theory have a computational efficiency advangate over
the field of the same order.
It remains to explore cases where this may be possible. The case of semifields
of order 2

8 is intriguing; the field F28 is used in many applicaitions, and there
is plenty of room for a semifield of this order to have significanlty lower tensor
rank.
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