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Stongly regular Clebsch graph / Greenwood-Gleason graph
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More: burst metric, tensor metric, combinatorical metrics, etc.
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- Please let me know if you know a (partial) answer in any of these contexts! :)

What can we Do?
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## Theorem (General Singleton-type bound)

(S. 202?) Let $\mathcal{C} \subseteq V$ be a subset and let $\left.d=\min \left\{d_{\mathcal{F}}(x, y) \mid x \neq y \in \mathcal{C}\right)\right\}$. Then
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Coincides with Singleton bounds for specific projective metrics!

What can we Do?
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Ideas on how this might work are very welcome! :)
Let me know if you know more projective metrics!

